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S~ ABSTRACT

The study objective wka to develop hardware and software techniques for

security (need-to-know) control of on-line users and programmers in

multiprogramming, multiprocessing EDP systems of apparent future de-

velopment Hardware techniques recommended include: (1) processors

having two modes of operation, interrupt entry.into control mode in which

privileged inetruct.ions are executable, flag bits for identification and con-

trol of memory words, and address checks against access-differentiated

memory bounds; (2), parity checks on intermodule information transfers;

(3) input/output control processors which establish and verify peripheral

unit connections, check memory addresses against bounds, and confirm

security content of record headers being transferred; and (4) bulk file con-

trol of physical record integrity, and lock control over write permission

and flag bit setting to permit supervisor establiwhment of control programs.

Software techniques reside in the executive control program and are ex-

ecuted in control mode and identified by flag bits, Security routines are

described and evaluated which construct, protect., and check access re-

quests against user security control profiles, verify memory bounds and

memory blanking, and provide security indicators for input/output. The

integrated techniques are applied to control users and system programmers

in an advinced modular system. Retrofit of most of the recommended tech-

niques to an existing data processor (the Burroughs D825 modular data pro-

ceasing system) is feasible. An external retrofit unit is described which

provides control mode and privileged instructions for single-mode processors
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1LOSSARY

ALPHANUMERIC

Character set including both letters and numerals and usually oth6r4
characters. (American Standard Code for Information Interchange)

CONTROL CODE

A fixed length machine encoding of a control code name.

CONTROL CODE NAME

The English alphanumeric expression of security classification and
any need-to-know restrictions for an entity of data or program,

CONTROL MODE

Mode in which a processor can execute the full set of operation codes,

DATA BASE

The store of information records being maintained' for users; in-
cludes programs as well.

DESCRIPTOR

Instruction for input/output control processor execution,

ELECTRONIC DATA PROCESSING (EDP)

Data processing by equipment predominantly electronic.

\ ENTITY

A string of bits, charactors, or words having an associated control
code.

ix
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EXECUTIVE CONTROL PROGRAM (ECP)

Program mat controls the secure execution of user programs by as-
signing hardware and performi-n-gsecurity related •pe-rktioin.

FAIL SAFE

Program or processing operation terminates automatically when-
ever proper responses to positive checks are not received.

FILE

A related information grouping, e, g, , logicsl records, card images, etc.

FLAG BIT

A bit contained in memory words and used for control purposds
rather than actual user processing.

FORMATTED FILE SYSTEM

An information storage and retrieval system using a file design having
fixed, periodic, and variable parts.

INPUT/OUTPUT CONTROL PROCESSOR (JOCP)

A limfted purpose processor serving as intermediary between main
memory and terminal units.

LOGICAL RECORD

A group of related items stored in one or more related physical
records, depending upon length.

MODE

Processor condition as determined by state of a redundant set of
flip-flops.

MULTIPROCESSING

Executing one or more programs simultaneously on more than one
processor,

X
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MULTIPROGRAMMING

E~xecuting more than one program, time InterleavedL.* Ii
OBJE~CT

A contiguous string of instructions, data, or working storage re-
Squired by a program.

ON- LINE

A terminal unit having direct connection with a unit buffer in the
input/output control processor.

PERIPHERAL UNIT

Any type of input/output equipment connected with a unit buffer in the
input/output control processor.

P-HYSICAL RECORD

The smallest directly addressable portion of the data base.

PRIVILEGED INSTRUCTION

One executable by a processor only in control mode.

PROGRAM REFERENCE TABLE

Contains the name and/or descriptor for each object referenced by a
program, and the base address and-memory bounds for objects in
high- speed memory.

SECURITY LEVEL

The maximum security classification authorized for information handled

by an equipment, as determined by the equipment characteristics or its
..location.

-rERbflIAL UN4IT.

An input or output device in a work station.

Xi



THIN- THREAD-ANALYSIS

Description of complex mystem operation or theory by following a
single line, step-by-step, from start to finish, ignoring the
secondary branches or ideas involved,

USER

Any authorized equipment operator, maintenance person, or intel-
ligence reacarch analyst. The system supervisor (or supervisors)
is an authorizer as well as user.

USER'S CONTROL PROFILE

Completely describis each user'1r accese authorization for infor-
mation in the system in terms of control code lists by access type
(read only or read and write), It also includes the user's key pattern
information for identification plus autherstication information for
validating that the user really is who the user's key pattern Indicates
he is.

USER'S KEY

A physical card or key unique to a user which muct be present in the
user's key pattern generator at a work station to permit information
flow with any terminal unit in that work station.

USER'S KEY PATTERN

An electrical logical bit pattern resulting from the user's ,key pattern
generator at a work station which initiates user identification and is
required for information interchange with any terminal unit in that
work station for that user.

USER'S KEY PATTERN GENERATOR

A transducer from user's key to user's key pattern,

USER MODE

Mode in which a processor can execute only a partial set of operation
codes; excluded are the privileged instructions.

x1i
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WORK STATION

A zapa•ra-tv phyclalny secure, area with its own uuerz s key
pattern pnerator in which the terminal units can be operated by
only one user at a time.
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SECTION I

SUMMARY ANALYSIS
AND

IMPLICATIONS FOR FUTURE PLANNING

BACKGROUND OF THE PROBLEM

The ever growing volume of classified military information required by the

intelligence community is posing a serious problem for the near future.

Efficient processing of large volumes of military intelligence will require a

multiprogrammed, multiprocessing system with many input/output stations

to be used by operators, analysts and programmers. Sharing such a facility

among programs using data encompassing the full spectrum of classification

levels while simultaneously servicing users of different communities of in-

terest with limitations on access to one another's information presents many

potential areas for compromising security.

Solution of the military intelligence data processing problem clearly rests

upon establishing advanced security control techniques which form funda-

mental building blocks for developrment of the data processing systems nec-

essary to meet future military intelligence requirements.

From an efficiency, flexibility, and cost-effectiveness point of view, it is

desirable to have an intelligence data processing system which can easily

and securely process any level of classified information without the need for

specifying clearance equality between the physical facility and the data base

information and with minimal concern for the security classification level of

the operating personnel. That is, it is desirable to have a system which



permits personnel possessing varying levels of clearance to operate equip-

ment handling information of various security levels without compromising

that information, either by unauthorized access for which the user has no

need to know or for which he does not have the necessary clearance.

Development of security control techniques fundamental to future modular

electronic data processing systems is a basic purpose of this study. These

techniques must be broadly applicable to intelligence data processing systems

which are generally characterized as requiring a large data base having re-

cords with many different security and need-to-know partitions. The techniques

considered are a combination of hardware additions and progý.ammed controls.

Each user of the system will have on-line access to the EDP system which pro-

vides controlled information storage and retrieval from the data base and pro-

ceasing as necessary to support his analysis or handling of raw data input,

In essence, Burroughs Corporation has undertaken this investigation to develop

and evaluate advanced hardware and software techniques to ensure poper security

control within a multiprogramming, multiprocessing system for electronic data

processing of multilevel classified military intelligence.

STATEMENT OF OBJECTIVES

The prime study objective was to assure the safeguarding of multilevel classified

(need-to-know) information by both software and hardware techniques in a single-

level classified electronic data processing (EDP) system. Safeguarding included

thwarting penetration attempts by unauthorized users to gain access to infor-

mation, even in the event of hardware malfunctions. At the same time these

access control innovations had to present minimal operational impediments to

duly authorized system users. The effectiveness of this operational control was

measured, therefore, in terms of the security protection provided as balanced

against the restrictions on proper and timely information access.

2



-1

The security techniques which were investigated, evaluated,. and developed

where promising were: i

1, Centralized program control techniques which delegate the

responpuibility for security to the executive program.

2. Segregation techniques which physically isolate, in both storage

and computational areas, data belonging in different security

areas,

3. Redundancy techniques, both hardware and software, which

independently verify security operations.

4. Authentication techniques (user's control profile authentication

sequence only) which verify that the person requesting access

has properly identified himself.

A second fundamental objective was to illustrate ho* the various evaluated

and selected security processing techniques could provide building blocks for

the development of an integrated intelligenne data processing system that is

workable within the constraints involved.

A final basic objective was to define future computer organization and/or

programming in order to optimize the security efficiency-effectiveness

relationships involved in a multiprogramming, multiprocessing computer

complex.

Although these objectives were used to guide the study, it was clear that all

phases of such a complex subject could not be definitively investigated within

the time, money, and operational data restrictions involved. Therefore, cer-

tain constraints were placed on the study so that the critical areas could be

explored in greater depth.

3



STUDY CONSTRAINTS

The security techniques study did not include cryptography or consideration

of long-line communications problems. Also deliberately eliminated from

the scope of the study were such areas as electromagnetic radiation, physical

security, equipment wire tapping or physical modifications, personnel identifi-

cation techniques beyond a user control profile system, and administrative

procedures. Software design areas which were not to be studied included in-

formation storage and retrieval systems, operating systems, and file design

(the formatted file system was to be assumed sufficient). On-line programming

production techniques were to be de-emphasized, an4 it was established that

the computer complex operating personnel should be considered as having

security clearances equivalent to that of the data being processed.

Best estimates of the trends in the design of computer systems which are

likely to have an important effect on intelligence data processing were used

as a basis for achieving the stated objectives. Burroughs received requested

inputs from RADC on this subject indicating that intelligence electronic data

processing systems of the next generation wil'" be modular and capable of

multiprocessing and multiprogramming with time-shared access from many

remote consoles. Clearly, it is impossible to attempt tb specify completely

the detailed parameters of future systems. However, a systeim design with

the functional attributes just described was assumed, and many applicable

techniques were developed and integrated into an overall system. Those

aspects of a system design and configuration which would have significant

effects on implementing the final recommended security control techniques

are defined in the report along with those techniques which could be readily

used with existing systems. Taking into consideration the objectives and the

restrictions placed upon the program, five Aic postulates were used to

structure the study and methodology.

4
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Ii. The electronic data processing system has a multiprogramming

and multiprocessing capability and includes remote on-line

consoles,
The multiprogramming (more than one program time-interleaved) and multi-

processing (more than one processor operating simultaneously) configuration

implies multiple units competing for memory access, multiple paths for in-
formation flow, and multiple programs or controller instructions concurrently

in process. Such configurations have inter-unit conflicts for memory access

with the attendant error possibilities of misidentifying the unit which has
achieved access and misaddressing for access. Similar misconnections can

occur in information exchanges among the processor units or with the associated

peripheral units. Multiple programs present concurrently in high-speed memory

must be provided with the capability for independence of data working storage

and program segments as well as shared common program use on different data

objects.

2. The system operates under an executive control programn which

performs security related operations in addition to its normal

functions.

The executive control program (ECP) controls the operating system under which

all user programs are run. The natural place for most software security checks

is the ECP and the ECP-called service programs since they operate inter-

mixed with user programs and control the execution of input/output operations

and the critical registers and table changes for user programs.

3. Each system user has a uniquely defined security clearance and

need-to-know classification limiting his access to the programs

and data base.

5



The security clearance and need-to-know classifications authorized for a

system user form the basis for the machine readable form of this infor-

mation, hereafter called the user's control profile 6nly the system super-

visor(s) may have access to alter any user's control profile. No user

(supervisor included) may alter his own control profile except under ad -

ditional administirative controls.

4. A personnel identification technique exists which relates the

current user of each equipment to the system.

The personnel identification technique is presumed to include for each user

a visual recognition, a physical card or user's key for activating the user

work station by making available a user's key pattern electrical signal for

control use, and &,n authentication process which requires that a programmed

private response sequence be entered by the user through the work station.

The user's card or key is required to be present during work station use.

Removing the user's key initiates a memory clearing process for the work

station, its display Images, and associated program data and working storage

areas of the processors and njemory. Work in-process for that user may be

completed and its output shunted to a holding buffer to await re-identification

of the user at the same or another work station.

5. Security techniques must impose only a nominal cost increment

over the basic processing cost for new systems design; some
techniques are applicable for retrofit.

The desirability of including any technique is based upon its effectiveness in
providing security protection compared with its cost in hardware and pro-

cessing time. The cost in a new system design should be reasonably small

since the necessary features can be included from the start. The cost in

most retrofit designs is magnified by the unavailability of conveniently located

physical space, electrical capacity, spare logical gating inputs or fanout

6
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capability, time slack in timing chains, excess memory bits, spare memory

wurds, and by tne requirement to redesign software. j
APPLICATION OF SELECTED SECURITY PROCESSING TECHNIQUES TO
A HYPOTHETICAL CASE

How the selected hardware organization and processing techniques are applied

can best be illustrated by developing a hypothetical case as a descriptive illus-

tration (t'igime 9). This illustration demonstrates the workability of the

selected techniques in a fail-safe computer processing system. A fail-safe

system, in this hypothetical case, is defined as a system which permits an

intelligence analyst to receive, process, store, retrieve, display, and internally

transmit classified information to other users without compromising the infor-

mation by either intentional or unintentional means, * For this hypothetical case

analysis, all the facilities, equipment, and personnel involved are considered

to have security clearance equivalent to the data being processed.

As shown in Figure 1, a set of basic operating procedures was established for

processing data. These procedures are applied individually to the tasks of

Mi (linput/output terminal processing (work Atation), (2) I/O control processing,

(3) processing by the main processor, and (4) bulk file controller processing.

Each of the above control procedures is implemented by a combination of

hardware and software techniques. The recommended processing control

combinations in Figure 1 are:

Input/Output Terminal Processinj (Work Station)

1. A user's key pattern generator provides user identification.

2. Data input from the user provides further authentication.

3. The work station is phyrically secure and used by one user

at a time.

*Implementation of the fail-safe concept is discussed in Section V.

I,
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Input/Output Control Processing

1. Terminal unit (console) user verification is made by continuing

key pwkttev prosesne, -e

2. A control code check is performed on each record to be passed.

S3. Each access to high-speed memory is checked against ritemory

bounds to assure propelr record exchange.

S4. The maximum hardware-imposed security level is checked.

Processing by the Main Processor

1. Control mode, entered by interrupt only, permits execution

of privileged instructions which establish input/output, rontrol

registers, and memory-bounds-load flag bit setting.

2. User mode permits normal program execution And system

program preparation,

3. Memory bounds registers confirm all memory accesses by use.

4. Execute-only flag bit presence is required to allow execution of

any word of ECP or service program.

Bulk File Controller Processing (Including bulk file)

1. Integrity of each unit connection and physical record is checked.

2. Access to enable writing on some file blocks and to set the

execute-only flag bits is kept under physical lock.

The recommended security control tezhniques are shown in Figure 1 as they

occur in the representative hardware elements of the hypothetical modular,

multiprog 'ammed, multiprocessor EDP system of the future. (For simplicity,

only one clement of a type is shown in this summary explanation. The security

aspects of modularity are discussed in Section II. ) The principal EDP hard-

ware elements providing security protection are the terminal units in the

work station, the input/output control processor (IOCP), the main processor,

the bulk file controller and the bulk file which have just been described in terms

.. . B



of possible processina control nnmhbinatinna That nart mf th,% +nial eeut of

future systems attributable to high-speed memory is increasing, consequently,

no memoiry-changes arfre ?e00 lled *18for ssjt.1r~iy protection other thani two-
extra bits per word used as flag bits. The modularity trend for future pro-

ceasing systems permits the inclusion of parity checks on all information

interchanges as a primary means for inter-unit hardware error detection.

The system considered has a continuing requirement that on-line users be

granted access to classified information from the data base. The data base
is stored in the bulk file and is accessed through the other hardware elements.

In addition, the users may create information records for entry into the data

base. This infornmation storage and retrieval application includes processing

of alphanumeric data as required to support the user's intelligence tasks.

Input/Output Terminal Processing _(Work Station) for User Communication
With the System

Security and need-to-know permission must be checked for all users who have
access to information from the work station before automatic information release

is permitted, However, if there is only a single work station serving multiple

users having different security clearances and need-to-know authorizations, the
system would restrict the amount of releasable information to the lowest security

classification. This situation could well result in decisions being made which

are unknowingly based on only a portion of the available information. It is re-

commended, therefore, that only one user at a time use a work station. * The

single user sends his unique electrical user's key pattern signal to the input/output

control processor (IOCP) and, upon verification of his identity to the EDP system
after a suitable authentication procedure, is then eligible to receive all informa-

tion authorized by his user's control profile (representing his security and need -to-

know category.

Modifications to this recommended single-user method to peimit multiple

concurrent users of a single work station are described in Appendix V.

10
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I

a . .. . ... ... m0 ... -,~i a unit• -and

The IOCP is the conn.otiAg qi.~qrf ~t~weeitemypz'p nt and
the high-speed menioy, It exeoutes descriptors, each of which provides

the necessary control information for coordination of an input or output data

transfer with an input or output peripheral unit. Descriptors are supplied

to the IOCP from a specified region in the high-speed memory which is

protected from user program access. Descriptors are prepared by the

executive control program (ECP) which is not under user control.

The key pattern identifying the user of a terminal unit is passed through the

IOCP to high-speed memory at work station opening. Thereafter the key

pattern is used by the IOCP to assure continued user presence at the work

station before any output is allowed. Each information record passing

through the IOCP with the data base or to a terminal unit in a work station

contains a header whioh includes the control code representing the security

and need-to-know restrictions on the record. The IOCP matches this con-

trol code against the controltcode in the descriptor controlling the transfer.

The classification described by the control code must not be higherthan theI.I
hardware-imposed maximum level allowed for information to that peripheral
unit. The set of maximum secur•ity levels is locked into the IOCP to prevent

unauthorized alteration. The IOCP also checks that each high-speed memory

address developed for accessing a new word of the I/O record is within mem-

ory bounds established to separate that I/O memory area from other concur-

rent users of high-speed memory.

Bulk File Controller and Bulk File

1 he bulk file contriller receives control commands and serves as an address

and buffering device for transfer of a physical record between the bulk file

and the IOCP. It is recommended that a content check on each physical record

11
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in the bulk file be made via the controller, A check word is developed and

written with each physical record which is a function of both the actual file
&ddr-.x.d_&and the content of the -physical record. When the physical, record-

is read, the check word assures that the complete contents have been accessed,

The data and program base are stored in the bulk file (typically disc, or tape).

The system program (the ECP service and security routines) are stored in

the bulk file and protected from alteration by switches which disable the write

circuits to the file blocks in which they are stored, A second set of switches

is provided to permit setting the execute-only flag bit of each word of these

programs. Control of both of these features is a supervisory responsibility

and is protected by a physical lock on a compartment of the bulk file which

contains the switches.

Main Processor

The processor communicates with high-speed memory for program and data

and executes the programs required by users, These user programs are

bontrolled by the ECP and associated service and security routines. Two

modes of operation are provided in hardware user and control.' The

control mode is entered only by an interrupt. Control of interrupts is itself

a control mode function. In control mode, execution of a few privileged in-

structions is permitted for establishment of input and output or to cause

changes in control itself. This control includes establishing an interrupt

*mask register to selectively accept interrupts, to set the memory-bounds-

load flag bit in a word containing the memory bounds for an area of memory,

and to return to user mode. User mode permits normal programs to be

executed, forbidding only the execution of the privileged instructions.

A program running in user mode may address only those memory areas

allocated to it by the ECP. Memory bounds are established in hardware

12



firmed as being within the memory bounds before memory access is granted.

For a system program to be executed in control mode, each word must have

the execute-only flag bit set, as described in the section discussing the bulk

file. The only way to set this flag bit is provided in a locked compartment

of the bulk file. Thus, fail-safe confidence and control is achieved by the

use of unalterable system programs (i. e., unalterable by the user). These

in turn provide security control over the user's programs run in the system.

The use of the techniques illustrated in Figure 1 provides the processing

control procedures necessary for secure data processing operations. In turn,

selection of the best combinations depends on the particular application. These

techniques are described in detail and evaluated in Sections III and IV and their

application is discussed in Sections V and VI. Illustrations are given on how

these security checking procedures vary with changes in the -relationships

between user input and output terminal processing, input/output control pro-

cessing , processing by the main processoi', and bulk file controller processing.

"The results of studying these relationships substantiate two general conclusions.

1. Totally automatic processing control techniques that forestall all

intentional or unintentional penetration attempts are desirable.

However, such absolute control is not practical from a working

point of view. The best resort is a secured system requiring

that for a user to perform his intelligence analysis he must first

satisfy several positive security checks; i. e., several proper,

logical, Gequential commands and responses must be made and

received before processing requests can be acted upon. Through

the use of these self-checking hardware and software techniques,

a fail-safe processing system can be created. These recommended

13



techniques can provide the necessary fail-safe assurances whileLI at the same time providing sufficient operating flexibility to the

-uer so that he can perform his job effectively and efficiently.

2. The security proc essing control problem can be further simplified

by future multiprogramming and multiprocessing computer corn -

plexes in which some selected checking techniques that are now

necessarily being performed by software are converted into hard-

ware checks, Recommended examples include (a) memory bounds

registers, (b) physically locked access to flag bit setting, and (c)

bulk file content check. (Existing processors without control mode

can be retrofitted with alarms associated with privileged instructions.)

If these software checks are designed into the operational hardware,

they will help achieve a computer complex specifically suited for

the intelligence community.

These two general conclusions further support the study objectives by illustrating

the overall effects of the security control processing interrelationships and

how they provide building blocks for the development of an integratbd intelligence

data processing system. Also, if those previously described techniques are

transformed into operational hardware, they will help optimize the secured

processing efficiency - effectiveness relationships involved in a multiprocessing,

multiprogramming computer complex.

Clearly, these conclusions indicate that there is still a fair distance between

analytical modeling and operational workability. More study is needed to close

this gap. Some suggestions on "how" are presented next.

IMPLICATIONS FOR FUTURE PLANNING.

The completed study clearly substantiates that secured processing efficiency

will be improved over existing methods by implementing the recommended

14
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of the Information storage and retrieval, concepts and operatt.Jnal procedurcs

involved in any given application. Security aspects of the data storage and

retrieval procedures are significant both to the protective effectivenegil and

to the processing efficiency. F'or example, the cost effectiveness for a control

code attachment an a header for each entity* is determined by many specific

factors that make up the selected operational data store struacture. These

factor. are:

1. the number of different control code names required,

2. entity sizes,

3. statistics, by control code names, showing the frequency of

occurrence in the data 'base, and

4. frequency of access to these entities.

Detailed evaluation of these factors through empirical data collection and

analysis in required and necessary to measure the amount of error protection

and efficiency achieved within the information storage and ret rieval system

under investigation.

We have assumed during this study that the input processing consists of raw
data as well as evaluated information for further orocessing and filing. It

follows, therefore, that a data entity is likely to be large by comparison with
the control code representing its security classification. Since the quantities

of data to be handled will eventually reach huge proportions, information re-

trieval is an increasingly complex problem. It is probable that an intermediate

file would be necessary to ind-ex the main file, perhaps using abstracts or key-
words. Data entities might thus be so limited in length that the security control

E~ntity is defined as a string of bits, characters, or words having an
* associated control code.

xis
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code wuuld artually become the larger elempnt. In this came, a more economical

rmeans for appending security information to the data would be required. Probable

solutions are -th'u#(u ,.f variable longth codes, optinaized as to frequency of data

use, Mr f-rthnat repjresentations of classification and need-to-know. Determining

the particular values of ,hnse factors is a subject that needs additional study.

The increased data processin capability of future EDP systern, permits con-

sideration of remotely licated on-line work stations, Remote work stations

imply requircr.-ants for communications . ecurity. At the EDP center, a common

on-line cryptographic processor would provide an economic advantage compared

•At h separate c yptographic equipments for each line to a work station. Given

the common cryptographic processor for communications security, it would also

be used as a super-encryption device for particularly sensitive information

stored in the data base. Further study of shared use of cryptographic processing

equipments is required to identify economies in their use as a security protection

adjunct to an EDP system such as is recommended here.

These potential' ýevelopmoncnt areas include identification and avoidance of com-

promises in memory hierarchies, personnel authentication techniques, and

techniques for processing encrypted information. The latter area lends itself

better to multiprocssor systems than to the present sequential s.ingle-processar

systems since an individual job may be split among mn.ny processors so that its

control is not known to the user.

16
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SECTION I1

PHYSICAL SYSTEM CONFIGURATIONS

The preceding discussion attempted to provide a summary of study achieve-

ments and the recommended combination of hardware and software security

techniques that will produce a fail-safe system. Substantive material to sup-

port these recommendations is described in detail in this and following sections.

This section contains a sample physical description of a modular, multipro-

grassing, multiprocessing system which represents the next generation of

an EDP complex. The recommended physical configuration is described,

along with an indication of the hardware features and their use by software to

providý security control. The recommended hardware features are detailed

in Section III and the software features in Sections IV and V.

The apportionment of security protection techniques between hardware and

software in implied by any description of a physical configuration for the sys-

iem. In general, those aspects of security protection which require highly

repetitive operations are candidates for hardware and those which require

decisions based upon many changing conditions are candidates for software.

PROCESSING SYSTEMS ANALYZED

To lay the groundwork for a meaningful later consideration of the specifics of

security protection, it is necessary to define the types of equipment which will

be under discussion. To this end, electronic data processing (EDP) equipment

17



has been divided into three broad i-ponr ieon: pre--"n'-day cqUipmant, avolu-
tionary equipment which can be foreseen in the near future, and developmental

equptiWnit of the niore distant uture based Upon an assessment of develop-
i mental trends as they appear to Burroughs,

Present Day ConfLiuration

A present-day EDP configuration for intelligence application can be char-

acterized as follows. The hardware includes a central processor, high-speed

memory, input/ output channels for linking with conventional peripheral card

units, magnetic or paper tape units, high- speed printers, and controllers for

linking with random-access bulk files in which the on-line data base resides.

This equipment configuration provides EDP in a batch processing mode with a

programmer intermediary between the analyst and the hardware. Job turn-

around time is generally measured in hours. Because of the long turn- around

time, each job processed at user request tends to be large, with bias toward

retrieval of too much information processed in too many ways. This often

results in extraneous'hard copy output from which the analyst selects the

pertinent part, Security prbtection principally resides in physical control

and personnel security clearance.

Evolutionary Confau ration

A sigificant step in EDP system evolution is to provide analysts with on-line

consoles and time-shared (not high-speed nmemory space-shared) use of the

data processing equipment, The purpose is to reduce turn-around time be-

tween desired action formulation by the analyst and access to the pertinent

information available in the system which is processed as he desires, and is

subject only to the recommended security controls. This system differs from

18



the recommended.system principally in the use of only the single time dimria-

sien of ihared facility use. Significant overhead processing results between

* user jobeC In order .to minimize this. overhead, each job should run to corn-

pletion (i. i., the present batch processing), This is incompatible with the-,.
objective of many on-line users, consequently, the compromise in time sharing

takes the form of frequent temporary terminations of partially completed jobs

so that each user app.ars to get full access to a less powierful machine

(i. e., project MAC). The, interchange cycle is limited by memory awap time

considerations to about 10 memory access times so that a significant amount

of processing is done between swap times (at least 50 percent of total pro-

cessing should be production). With as few as 16 users, this amounts to a

several second cycle to service all. users for present systems.

The evident conclusion is that memory swap-time and inter-user overhesd

processing should be reduced to achieve more productive processing. Both

are achieved in the recommended system by allowing high-speed memory space

sharing as well as time sharing.

Modular, MultinrouramnMing. Multinroceuainr Confisdadion

The system nonfiguration representative of future EDP systems for the intel-

ligence community is shown in Figure 2. The basic processing elements

shown in this diagram are the terminal 'units contained in physically secure

work stations, the input/output control processors (IOCP), the high-speed

memory modules, the processor modules, and the bulk file controllers and

their associated bulk files, Special purpose processing equipment is min-,

imized for data interfaces handling common characteristics. Sufficient qutan-

titles of each element are provided to fulfill the system d'emands; the indicated

r.• •19
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security aspects of multiprogramming and multiprocessing in a modular

lystem. .

The work stations provide private working areas for individual users, They

include terminal units necessary for user input, off-line processing (such as

editing), and user output. The private work station permits release of any

*information to that work station, limited only by the current software user's

control profile opened for the user of that work station and by the physical

maximum security level of the work station or its included terminal units.

The control programs executed on the processors provide the parts of security

control requiring flexibility at least cost. A number of processor design lea-

tures to simplify this control are recommended. Memory bounds registers

constrain user program addressing to those particular areas of high-speed

memory previously allocated to it. A control mode, entered by interrupts,

is recommended in which privileged instructions are executable (to allow

changes of control and establishment of input or output). The ECP and asso-

ciated service and security routines run in control mode. The normal mode

is the user mode, in which almost all processing is performed. Control

sensing of the two recommended flag bits permits identifying memory words

whose contents may be used to alter memory bounds registers and to recog-

nize control programs.

In an information storage and retrieval application when most jobs are limited

by frequent data base accesses, several jobs can be concurrently processed.

To overcome.overhead burdening of the evolutionary time-sharing system,

I.1
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processed jobs to remain dormant yet available for re-initiation with mini-

-- lii-d,.... e•••ie"u--•ebit.M | inlzn-hethei umasked input/output,

particularly if the active job mix includes some job which is processor bound.

Thus, the recommended system inc1udes both time-and space-sharing of

high-speed memory.

The shared use of high- speed memory on a dynamic basis requires positive

assurance of restricted access to only those areas allowed for a particular

user program. Hardware memory bounds provide independent confirmation

that any address developed by a user program falls within an area allocated

to that user. Such bounds are recommended in both the processors and IOCP.

Restricting control of these memory bound registers from user access ef-

fectively blocks the user from other areas of memory for which he has no

need. Thus, he has no access to other users' programs and data and no ac-

cess to the ECP, service, and security routines.

Dynamic memory allocation requires symbolic addressing to named objects

so that no user need know any absolute address. The ECP or serVice program

controls allocation. Similarly the information storage and retrieval system

controls all accesses to named logical records in the data base. No user need

know any actual location of a logical (or physical) record in the bulL 1ile.

The other basic element for security control in hardware is the IOCP It is

the intermediary element between the high-speed memory and output to the

user in a work station. It is also the intermediary between the high- speed

memory and the bulk file in which the data base is stored. In this intermediary

role, connection checks are made for each information exchange to assure that

22
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addition, security comparisons are made against (1) the maximum security
OIwel ElW.id-Ibr ihe pa*WtiUlar peripheral unit, and (2) the actual control

code expected for each record being passed,

The bulk file controller serves an intermediary role between the actual mass

storage on the bulk file and the IOCR, It accesses one physical record at a

time from the bulk file. In order to ensure access to an entire physical record

it is recommended that a link check word be added to the physical record when

written and be checked when read. The bulk file includes a physically locked

compartment in which switches are provided so that at least some blocks may

have the write circuits disabled, and may have an execute-only flag bit set.

Into these blocks would be stored the ECP, service and security routines to

protect them from alteration and to permit a supervisor to authorize the ECP,

and routines for execution to control the system and provide the intended

security safeguarding.

In the recommended modular configuration, as in the evolutionary configura-

tion, information available for control of the data base resides in controlled

limited access to file directories, and in control codes associated with data

entities. The control information includes a user's control profile which has

been currently established as active for a work station and its included ter-

minal units by both the user's identification-authentication process and the

internally associated user's control profile identifier appended to the job. An

equipment maximum security level table is included if there are equipment-

imposed security restrictions. Finding the data control code in the user's

control profile and using equipment of adequate security level are prere-

quisites for preparing data for user output. In addition, user presence in a

work station with user's control active is a prerequisdte for actual output re-

lease to that equipment or any terminal unit in that work station.
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IN~FORMAT'ON ULOW MNkPTPTN

The iaformation flow for a typical work actiofl ky A erint syse Ia-
eludes the foUowing steps relative to Fiuore 2.

1. The user identifies himself in a work station, resulting in a
private user key pattern electrical signal representing him to

the IOCP.

2. The IOCP interrupts some processor and provides the key pattern
and work station identification.

3. The ECP running on that processor interprets the interrupt and

responds with an authentication challenge back through the IOCP

to the user which is displayed on some output terminal unit in
the work station.

4. The user enters necessary authentication data sufficient to allow

the system to open that user's control profile and thereafter per-

mit information processing on records for which the user's control

profile indicates security clearance and need-to-know.

5. The user enters processing requests using a query language

(procedure oriented) or symbolic programming language,

S. These processing requests are converted into user programs

under control of system software (the ECP and appropriate service
programs, compilers, assemblers, etc.).

7. Execution of a user program generally requires access to the data
or program base stored in the bulk file, The information storage
and retrieval (ISR) software system provides this access for the
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with the bulk file is accomplished for the 1R program by nre•io ..

a .. ..... prog6ram- nt subject to user programming alteration,

The ISR program checks the control codes of each retrieved record

against the requesting user's control profile as a prerequisite for

release of the record to an area available to the user's program.-

8. The result of processing by a user program is generally some out-

put to that user. This output is handled for the user program by a

service program not under user control. It includes security

checks against the control code of the information.

9. The IOCP checks that the same user key pattern is still present

in the work station as is indicated in the header of the output. It

also confirms the connections to both terminal unit and high-speed

memory address. Succeasive physical records of the output are

similarly checked to endure integrity.

SECURITY PROBLEM AREAS

The additional switching points required to allow module interchangeability in
mnodular EDP systems ýose a potentially greater security problem. In Figure 2

the principal switching points are the distributed switching matrix connecting

the high-speed memory modules with both the IOCP modules and the processor

modules, the unit select gates in the IOCP, the bulk file select gates in the

bulk file controller, and the addressing networks in each high-speed memory

module and bulk file. A hardware error in any of these can' result in miscon-

nection and thus potential security violation. Two principal solutions to this

risk are: redundancy - including parity checks on all information (address

and data) transfers, and including sufficient differences in codes representing

25
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addresses that any single bit error will be detected and will result in a fail-

... s*ae�featw or inv•dUtptmi anI -feedb*6k - providing an identified connection

oaeufitu'ation signal which must match that signal expected for the connections

prior to actual information release.

There is little justification for cryptographic techniques for communications

security in the system, since the inter-equipment cabling is assumed to be

contained within the physically secure facility. However, as the processing

capability expands to allow effective handling of larger data bases, need for

(and economic justification of) remote on-line work stations should increase.

At such time, on-line link encryption-decryption may be required. The cost

of cryptogiaphic units, supplied one pair per link, grows with the number of

links so protected. Beyond a set number of links, provision of a central

cryptographic processor shared among the links becomes economically at-

tractive to replace the separate per link units at the EDP complex. Added

protection against missending can-be achieved in this case since the receiving

link decryption device could not produce clear text from a record encrypted

for a different link and the transmission output would be garbled. Considera-

tion of cryptographic techniques for other applications within the physically

secure facility, given a shared cryptographic processing capability, was con-

sidered beyond the scope of this study.

Table I summarizes the hardware units that are used to develop a modular,

multiprogramming, multiprocessing system configuration. A modular system

made up from multiple interchangeable units of each type is permitted, Pro-

ceasing features for each hardware unit are identified and those features added

primarily for security protection purposes are noted. Additional features which

provide an increasing amount of security protection are designed into the mul-

tiprogramming, multiprocessing system. All these hardware aspects are

discussed in Section IU,
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Given a physical system configuration containing the equipment listed in

Table:,l am a frame of reference we can meaningfully investigate those

hardware security techniques which aid in the development of a secured sys-

tern Detailed descriptions of those techniques and how they interact are
presented next.

Table 1. Assumed Equipment and Characteristics

Unit And Features Extra For Security

Processor Module(s)

Single arithmetic and control unit

Word and character operations

Two modes: user and control

Interrupt control through mask Interrupt response in control mode

Flag bits Control programs different than
user programs

Memory bounds registers by function: Usage control of read and execute,
read only, read and write, and execute register loading by flag bit protection

Memory addressing: base relative, Intermediate addresses bounds
indirect, may be indexed checked

Privileged instruction macros Predecessor-successor link checks,
__ control mode

Memory Module(s)

Independent address control in each
module

Access priority resolution among
IOCP's and processors

Parity checks of input addresses and
data, parity checks and passing on
output data
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Table 1. Assumed Equipment and Characteristics (Conttd)

Unit And Features Extra For Security
~~~DU ...... I-q ta•tt -C- ntggl..P -resnor(s) ••"•..

Suffers and services interrupts from
peripherals for processor

Data buffer between peripherals and
memory

Memory address control including
bounds check

Peripheral connection control by
selected unit buffer

Parity checks

Security verification Expected content comparisons
against control code or user's key
pattern

Unit security level set and compare Maximum security level of
terminal unit

Memory erase compare Block erase and verification

Terminal Unit(s)

Data Exchange with IOCP unit buffer

Unit identification

Interrupt generation

Parity generation, check

Link encryption-decryption As required for remote unit

User Work Station(s)

Group of terminal units Physically secure enclosure used by
only one user at a time

User's key pattern generator Terminal unit for user's identification
and work station use verification,
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Table 1. Assumed Inqnuipma" and Ch... t.r1.... , ....

Unit And Features Extra For Securt.

File address -control

Parity checking
Unit connection identification Parity protected for error detection

Bulk File(s)
Physically locked enclosure Opened only by supervisor
Write lock Segments protected from overwriting
Execute-only flag bit set ECP identifier
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SECTION III1

HARDWARE SECURITY TECHNIQUES

Data processing system security violations, whether caused by hardware

or software failure, occur in either of two technical problem areas:

1 Compromising malfunctions

2. Unauthorized access

A "compromising malfunction" results from a system malfunction which

causes the presentation of data to someone who is not authorized to receive

it. This type of violation would occur if data intended for transmission to

a 0then) secret station were misrouted and sent to a (then) unclassified

statinn. By "unauthorized access" is meant the type of security violation

which occurs when someone is able to "outsmart" the system, and, althout

authorization, enter into or read fiom the system, information which is

classified, unclassified, simply accidentally, or whatever. It is just as

serious to allow unauthorized personnel to enter intelligible data, whether

classified or not, and, hence, affect decisions made by autbnrized personnel,

as it is to allow them to receive data from the system, It is helpful to make

a distinction between these two types of security violations since security

control checking procedures which reduce the probability of one type of

violation do not necessarily reduce that of the other.

The basic problem to be attacked (Sections III and IV) is that of assuring

security in a data processing system which is simultaneously processing

and simultaneously storing data of many different security classifications.
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As stated in Section I, the security classification of the computer complex

itself remains fixed and in the -highest olassifioation- ever associated with
the datato be processed. Around this centralized computer complex are

various peripheral input/output work stations which have varying security

classifications. Security classification of any one station can change with

time and may vary over/the entire range of possible security classifications.

Although not considered in this study, these peripheral stations may actually

be thousands of miles from the computer complex. Conventional link en-

cryption and decryption techniques are used for any remotely located devices.

Stations can vary all the way from a single flexowriter to an entire computation

center. Thus, the study considers these peripheral stations in as generalized

a manner as possible, and the conclusions obtained are as independent as poi -

sible of the remote station characteristics. The centralized computer complex

may itself be divided into smaller, separate units, but the logical, functional

result can be considered as a single computer complex in one location. Never-

theless, in this study, work stations are considered to be located adjacent to

the computer area.

The hardware security techniques recommended for inclusion in a modular,

multiprocessing, multiprogramming system are described on the following

pages. Descriptions are organized about the system equipment and security

features described in Table I, Section II. Section VIII summarizes in table

form all hardware security techniques considered during the study, whether

recommended or discarded.

PROCESSOR

A processor module has basic arithmetic and control capability and operates

on words or characters. Parity generation or checking is provided for all

memory accesses. Most of the features used for security protection are

identified in Figure 3. The processor has two modes of operation, control
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Figure 3. Processor Module

mode and user mode. The control mode is entered through a maskable

interrupt systerm, and flag bits are included in the processor for control

of word content while in user mode. The processor module contains priv-

ileged instructions usable only in control mode, and includes memory bounds

registers providing comparison for every generated memory address to re-

strict user program access to those memory addresses previously verified

as necessary for that user program,

Processor Modes

Processors now in development (IBM System 360, GE 600 Series, and Burroughs

B8500) each have multiple modes of operation differing in the ability to process

available instructions and in memory access restrictions, For intelligence
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systems, the modes should be separated into at least two groups: control

and user, differentiated by the setting of a redundant set of flip-flops. *

In the control mode,' the full instruction met is available. This includes both

unrestricted instructions and privileged ipstructions. Examples of privileged

instructions include those which control input and output, memory bounds

registers, and interrupt mask register loading. Privileged instructions are

described on page 38. Most instructions are unrestricted.

User programs are executed in the user mode wherein only the u;%restricted

subset of the available instructions can be executed. Any requirement for a

function performed by a privileged instruction is fulfilled by a call on the

executive control program (ECP). Should a privileged instruction occur in

the user program, it is treated as illegal and results in an interrupt trans-

ferring control to the ECP. The processor responding to this interrupt is

placed in the coritrol mode; the interrupt is interpreted by the ECP and re-

sults in executeon of the necessary control action (described below). Proper

completion of this control action is a prerequisite to executing the privileged

instruction aesired by the user program. Upon completion of the-privileged

instruction, and any subsequent ECP tasks, control is restored to some user's

job (possibly different from the one which caused the interrupt) and the pro-

cessor module is returned to the user mode.

The control mode may be further partitioned to provide more than one level

of control in which different restrictions are placed on using privileged in-

structions, addressing reserved memory areas, and responding to interrupts.

The mode switching circuitry should be sufficiently redundant to negate
the probability of hardware failure causing mode control error. Appendix
IV is an annotated review of work devoted to achieving reliable machine,
operation. Inclusion of a fail-safe control mode signal is a logical require-
ment for executing control-mode-only functions such as privileged instructions.
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For example, service programs wou generally be loaded as needed by the I
MCP into-an area of memory. A'rvde is possible in which inputioulput Msup

instructions could be executed from this area of memory without full processor

interrupt for ZCP control,

User-prog•ammed entry into control mode is only by an unmasked interrupt

as described below. Programmed exit from control mode back to user mode

is accomplished by executing a return-to-user-mode (privileged) instruction.

Any programmed attempt to circumvent the interrupt entry is prevented in

normal operation by physical lockout of access paths and flip-flops and by

execute-only flag bit identification of the ECP and service programs, as

. described on page 36. These precautions provide assurance that the control

of interrupts resides in the ECP.

Interrupts

* Control mode is entered only by means of an interrupt generated by some

processor. An interrupt results from one of many possible conditions arising

either internally or externally to the processor. An interrupt sets a specific

condition bit in an interrupt register. Interrupts may be masked in order to

control the priority of servicing, to select which processor performs the

servicing, and to allow completion of procesaing one interrupt without being
further interrupted, An unmasked interrupt condition res:'lts in entry to
control mode and control program initiation at a specific location unique to

the Interrupt. A masked interrupt is held in the, interrupt register until the

masking bit is cleared. Typical interrupt conditions include external input/

output Activity requests, abnormal arithmetic or logical conditions, memory

bounds violation, power failure, equipment errors, occurrence of a privileged

instruction in programs while in user mode, real-time clock updating, and

interprocessor communication.'
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Preferred Identification of an interrupt Involves assignment of individual

btit to specific causes. Since no alternative way of setting the bit is pro-

vided, a unique meaning can be associated with it, If coding Is required to

reduce the number of bits representing possible interrupt conditions, re-

dundancy (such as parity) should he employed to reduce the probability that

a hardware malfunction will cause faulty decoding.

Flag Bits

Flag bits are contained in memory words which are used for control purposes

rather than for actual user processing, As such, the bits are not alterable

by the usa.r but are inserted by special physically unlocked switches, by the

ECP, or are created by hardware alone. Many applications of flag bits are

possible. The most significant flag bits for security protection are described

in the following paragraphs, with the first three, parity, execute-only, and

memory-bounds-load, being recommended.

Parity is assumed as a minimum flag bit, Parity is generated by all units

preparing information for transmission and is checked by all receiving units,'

This applies to both control or address transfers and to data transfers, A

single parity bit detects any single (or odd number of) bit eror(s) in the word

(character or bit group) in which it is included, Multiple parity bits per word

are not generally required.

An execute-only flag bit is used to identify the ECP and service programs.

For a processor to execute any word of such programs, this bit must be set.

Bit setting is protected by the same physical lock in the storage module of the

bulk file that protects the "write" lock through which programs were originally

written into the bulk file. This is more fully discussed on page 54.
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A memory-bounds-load flag bit indicates a memory vword from which a user's

Progream oan secees an object and have the memory bounds registers loaded

to bound the object. This flag bit may be set only in words of a program ref-

erence table (PRT). It is set using a privileged instruction by the ECP after
it has allocated a memory area~to the object required in the PRT and after it
has set and checked the protection provided by the memory bounds, When the

ECP is ready to release a processor to execute a user prograrn,it loads the
PRT bounds registers with the PRT bounds for that user program then re-
turns that processor to user mode under control of the bounded PRT. The

PRT contains both the memory base addresses and memory bounds for all

objects which the user program requires. Each time the user program ref-
erences a different object from its PRT, the memory bounds registers will

be set about that object so long as the memnory-bounds-load flag bit is set in

the PRT entry for that object. Successive accesses to the same object do not
require resetting the memory bounds register.

Since the memory-bounds-load flag bit can only be recognized when it is part

of a PRT word (accessed between the PRT bounds), its use as a unique flag

bit is redundant. If total hardware trust is placed in the PRT bounds register

and parity checks are made on addresses, the bounds-load flag bit could be
replaced by a specific normal bit of the PRT en1try. The choice between these

"two approaches depends upon specific hardware design. The flag bit is rec-

ommended, even though the extra redundancy is significant (one extra bit of

each memory word), since this is a crucial item for which undetected failure

leads to serious security violation. Another alternative to the memory-bounds-

load flag bit is to make memory bounds loading a privileged instruction execut-

able ir, control mode only. This is not recommevded because much more ECP

overheard time is required.
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A jump-trap flag bit can be used to designate the end of a data block or a

dynamically ested stack extent limit. Its effect is to force an interrupt when T-

the bit is recognized, Application of this bit is limited to those cases where

each successive word is addressed without the capability to skip addresses,

The jump-trap flag bit is not of prime security importance, although it allows

many iterative control programs to automatically terminate or allows rec-

ognition of the flag bit without an explicit condition being tested in each loop

of an iteration.

A security-label flag bit can be used as a classified-unclassified indicator.

For some applications requiring only a few control codes, say X, a small

number of flag bits could be assigned as a per-word classification indicator.
n-1iIf 2 - < x : 2n, n bits would be required to fully express the control code

in the security label. For the system considered, X is of the order 1000,

so the numbOf' of bits for this purpose is unreasonably large: 10 compa red

to the 48 to 64 information bits expected per word,

Privileged Instructions

Privileged instructions are used to establish or alter the overall control by

the processor of user jobs. Therefor'e, for a system progra'inmer to separate

the security controls illegally he must use privileged instructions. Security

control is thus dependent upon control of privileged instruction execution, J
The best way to provide this control is to require the processor to be in

control mode as a condition for execution of privileged instructions. Logical

implementation requires the presence of both the control mode signal and the

decoded privileged instruction signal before allowing execution of privileged

instruction,
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Privileged instructipns include:

1. Input/output comrmand descriptor establishment for later use

3 by the input/output control processor to control information'

.1 transfer,
2. flag bit setting on memory bounds loading information, ¶
3. PRT bounds register loading,

S4. interrupt mask register control,

5. interrupt response base address loading, and

6. mode control register resetting to return to user mode.

A privileged instruction occurring in a user program is treated as illegal

and results in an interrupt without execution. This interrupt, like any other,
results in entry to the control mode to extract its appropriate response (in

this case analysis, logging, and recovery or termination of the user program).

Fail-safe recognition of privileged instructions can be aided by proper choice

of operation codes. The relatively few privileged instructions could all occur

in one group, members mf which must have at least two bits different from any

members of the group of non-nrivileged instructions. For example, with a

6-bit operation code there are 7 combinations having 5 or 6 ones. These should

be ample for all privileged instructions. There are 15 with 4 ones and 42 with

less than 4 ones. By using those having 4 ones for error detection, the desired

object is achieved while only sacrificing 15 of the 64 possible operation coces

for error detection. To achieve comparable protection by assigning a single

flag bit to denote privileged instruction would, in this example, require a

seventh bit for operation code if more than 25 non-privileged operation codes

were required. For 8-bit operation codes, the comparable numbers are 9 for

privileged, 28 for error detection, and 91 non-privileged.
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In Appendix 11, \external impk..mentation of an alarm associated with privileged

instructions in described. It is suitahle for retrofit to a processing system

which has no control mode.

Memory Bounds Registers

The combination of memory bounds registers with a fail-safe control program

is the recommenried means of providing memory access control. Other con-

siderations and methods for memory access protection are given in Appendix ill.
In the assumed multipr,grainmrng, multiprocessing environment, floating pro-

grams are necessry to permit dynamic memory allocation for space-sharing

of memory among multiple conc'rrent usert,. Memory accesw cant, ol is further

complicated by nJltiple wayq of addrensink,

Assume that proc.•oors it,,, ud( he Lomm')n techn. lues of floating programs:

1. Relative iaddressin; with zr. 'pect to:

a. Base ( n rndex) rgii 'era set by the control program
b Base (or index) registýJrs reac by the user program from

a program re~e:'erice table

2. Indirect addressing via a program reference table.

The principal feature of the hardware recommended for checking addressesis a group of memory bm'unds registers, For this discussion a memory bounds

register pair defines both upper and lower bounds, and also specifies allowed

use, execute-only for a program area, or whether read-only or both read and
write are permitted for a data area.

Each address developed in a user program (whether for program, indirect
address, or effective address of an instruction or a data object) is -compared

against the appropriate memory bounds register pair to assure that the address

is within the bounds
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Tu isure address controi or floating programs, the system. processor hard-

ware must provide at least one control mode in which the ECP pirforms menm-
ory allocation to zmatch user programs to the space available, Allocation in-

cludes assigning actual memory addresses and bounds on the areas of named

objects required by a user program. The program reference table (PRT)

contains this information, one entry per object. ECP software checks the

allocation and effectiveness of memory bounds before releasing a PRT to a

user's program. A privileged instruction sets the memory bounds load flag

bit in a PRT entry. This flag bit allows the PRT entry to be used to alter the

contents of the second type of memory bounds register described below.

The first type of memory bounds register bounds the PRT. Two are employed

and allowed a user's program to reference by indirect address the arbitrarily

allocated objects required by the program. Such a reference permits access

by the user's program to the base address of the named object area and, thus,

internal entry access by indexing relative to that base. In order to provide

memory bounds about the memory area allocated to the referenced object, the

reference must be to its PRT entry by indirect address. Indirect addressing

is indicated by an indirect address bit in the program instruction. The memory

bounds flag bit in the PRT entry must also be set. Only one pair of PRT bounds

registers is required by a processor since only one program is executed at any

one instant, and that program generally runs for a significant period (milli-

seconds) so-that the overhead for reloading this register pair is negligible.

The second type of memory bounds register is ,iqed to indicate the access per-

missible in a particular memory area. The types considered cre (1) eyecute-

only - for program strings, * (2) read only - for data tables which are to be

Multiple concurrent users of a single copy of a shared program allowed in
multiprocessing systems require that the program remain unmodified while
being executed; address alteration by indexing, or indirect addressing through
a data word, are permitted since neither modify ýhe actual program,
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reierenced but not altered, -and (3) read and write - for working data storage.

Two bounds register pairs of.tho second. type are recommended, one for the.

p'luram string-Ain process and one assignable to either of the data access

types, Determination of which is to be loaded is a function of the hardware

and the PRT entry resulting from the instruction making the indirect ad-

dress call.

Any address developed in the user's program which is outside the three areas

for which bounds are provided or any access attempt within the bounds areas
of the wrong type results In an illegal access Interrupt before completing the

memory access. No way exists for a user program to alter the memory

P bounds established for it by the ECP. Thus, in the absence of hardware

failure, the user program is confined to the areas which the ECP grants ac-

cess. Hardware failure is principally guarded against by parity checks and

frequent software confidence checks. An example of such checks is the one

recommended for each memory allocation to ensure that the memory bounds

actually work as intended.

It is not recommended that memory bounds independent of the normal memory

bounds applied to user programs be applied to provide redundant protection to

the ECP and its associated tables. A processor can only be in one mode at a

time, therefore, in control mode, the normal bounds are superfluous since

the MCP must have general access to memory in ordpr to perform its required

control functions. In user rmode, the normal bounds are established to surround

and define access blocks, Addressing outside these blocks causes alarm interrupt.

Control bounds on the ECP provide a second check should hardware or softwere

malfunctions cause missetting or misaddressing into the ECP area. Since there

are g.:,•eater security risks inherent in addressing into another user's information
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-oncurranatly" ILA -11iVSULr-, ihere seems to be iittie aavantage, in specially pro-

tecting the ECP and its tables by special memory bounds. Instead, the ZCP

and service programs are identified by flag bits. Memory bounds are also

required for the input/output control processor where they function to allow

either reading or writing access within an area of memory.

A single memory bound register can provide one'boundary across storage. By

oA'l~erpretation, this can represent a lower bound for one program and an upper

bound for another program (with the actual address& bound assigned to one or

the other, but not both). This bound can have precision of the significance

assigned the lease significant bit and range equivalent to that describable by

the number of bits N'i the regster, If the precision is blocks of 2 r' words

(characters where n - 1, 2, 3, ... ), then storage allocation and memory bounds

protection is by an integral number of entire blocks.

If the register length is less than that required to address the entire memnory

at the given precision, the highest order bi-s must be furnished from some

other addressing register which essentially provides the storage module selec-

tion. These high order bits provide fixed memory partitioning into modules

and can be used to provide fixed-location memory bounds. The number of

registers required is dependent on the storage size, the lVmitations nn assign-

able space, and the block size.

The cost of one bit of a hardware memory bounds register, operating with

negligible time added to a memory cycle, in approximately $50 (1965). This

cost assumes five integrated circuits (a flip-flop, a comparison circuit, and

associated gating).

Within five years, this cost should reduce to about $5 for a single integrated

circuit which achieves the above functions and contains one bit. The cost grows
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nearly linearly with the number of bits, and for meaningful register sizes,
. Jdominates the cost of the e .ror alarm circuit following the comparators (no

more than four integrated circuits),

Processor Hardware Access Restriction

Protection against unauthorized access to the srecial hardware used only in

control mode can be achieved by either ieolating it into locked compartments,

by sealing it in place once installed, or by providing an alarmed interlock.

Maintenance in any case would require supervisory concurrence.

The processor hardware used only in control mode is a relatively small part

of the total processor hardware, and includes:

a. mode flip-flops,

b. privileged instruction decoding logic,

c. ECP base program register,

d. PRT memory bounds setting logic,

e. interrupt register and its associated mask,

f. I/O-descriptor-enabling logic, and

g. flag-bit-setting logic.

Providing physical. isolation of this control mode hardware in locked compart-

ments allows maintenance to be performed on most of the processor with

little riak of tampering, since no access is possible without supervisory

concurrence. This is the recommended typv of protection.

HIGH-SPEED MEMORY MODUL1,

Systems permitting multiprogramming and multiprocessing with both time

and space sharing tend to have large capacity high-speed memories. The

relative fraction of system cost devoted to memory ha,3 increased as this
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capacity has increased. KeepIng the ±'anct!ons of th:c; i-tli•,i¥ modu es
I as simple rs possible is consistent with system economy, consequently,

...... .... "no..pfe•ial N'16uriy feortures are redcommen'ded for inclusion in memory">:

"modulern Parity checking is presumed as part of normal dejign on re-
ceived-addresses and data for writing into memory, as is parity regene -

ration and checking on memory reading. The word size is increased by

the 2 flag bits recommended.

Memory bounds registers are not placed in memory modules since as

many sets would be required in each memory module as there ara in all

processor modules and input/output control processors to allow the same

degree of flexibility in memory usage, However, the added protection is

slight and makes the extra cost unwarranted.

INPUT/OUTPUT CONTROL PROCESSOR

An input/output control processor (IOCP) provides the data flow and control

interface b etween the high-speed memory modules and the peripheral units

(either terminal devices in a work station or bulk file controllers). The

main function of this interface is to ensure the integrity of the data and the

routing between its proper source and destination, Since data rates of the

work station equipment are individually much less than the data transfer

rate with a high-speed memory, an IOCP can control many peripheral units

having concurrent different service demands. An IOCP is therefore a

limited capability special purpose processor, Its program control instruc-

tions are descriptors prepared by any processor and received via any mem-

ory module. IOCP functions for control include receiving, repeating, or

generating control signals between or for the peripheral units or one of the

processors (executing the input/output part of the ECP). The normal func-

tions include fully buffered indepondent access with memory modules,
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notification or servicing, and data transfer buffering including both rate

and format matching for a variety of types of peripheral units.

The IOCP, by including data buffering for each of the many slow speed

inputs or outputs with peripheral units, allows rapid sequential exchange

with high-speed memory. This technique is economical since the amount

of shared hardware consistent with the secure information interchange is

maximized.

Although the IOCP functions could be performed serially on a fast enough

general-purpose computer, the hardware provided in most such computers

for arithmetic and control operations would be under-utilized while at the

same time the computer input/output might be overloaded. The overload

would result from the necessity for sequentially completing, in real time,

the many asynchronous inputs from peripheral units, without sufficient

buffering to smooth the peak demands,

Figure 4 indicates the functional elements contained in the IOCP. As many

one-wayunitbuffers are provided as there are peripheral units. A two-way

peripheral unit such as a bulk file controller is assigned two related unit

buffers, Each unit buffer connects to only one peripheral unit. A service

demand queue permits a steady stream of information flow through unit

buffers to be maintained by providing demand priority service for those

units whose present contents are nearly exhausted. Program control in

response to service demands selects the unit corresponding to the demand

and also addresses the data and control words of the I/O memory. The

control word provides the appropriate high-speed memory module address

and memory bounds on allowed address.
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The memory bounds concept is applicable to the IOCP in a simplified form.

Simplification results from requiring only one-directional increments of

! high-speed mem~ory address. This is sufficient, since the processor can

} order the data as it requires by either increment- or decrement-addressing

for successive accesses to memory, The IOCP addresses memory as in-

A• dicated by descriptors, A descriptor requires the memory block beginning

• address, and the number of words to be transferred in order to select and

control the transfer of arbitrary length records into or from a block of

memory dynamically allocated. A~ddition of the memory block end address

to thae descriptor provides sufficient information for a memory bounds check.
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In operation, at the start of each access the size is checked to be positive.

If so, the low address is checked against the end address and then trans-

ferred to memory. At confirmetion of receipt by memory, the size Is

diminished by one and the low address is increased by one; both are then

written back into the control part of I/0 memory .or that unit. Only one-

way alteration of the low address (increase) and of the size field (decrease}

is allowed.

No single addressing hardware error can escape undetected. Should the

low address fail to increment when the size reaches zero and the control

descriptor is returned to memory, this condition would be detected since

the low address would not rnatch' the end ,address. Should the size fail to

decrement or start out too large, the end address would be exceeded (mem-

ory bounds check) and set off an alarm. Should the low address start with

a value too low, the check of control code expected in the first word addressed

would generally not match that in the descriptor and would give an error alarm;

if it did match, there would most likely not b3 a security violation (or need-to-

know violation), * In any event, this error would be detected when a zero size

and a low address different from the end address appear in the control

descriptor.

*A match of a random word in memory against a control code would require

that every bit of the random word be the same. Control codes could boo
chosen to avoid common alphabetic words, or even binary coded decimal
characters. Thus, the probability of match against a word that is not

intended to be the control code could approach 2-n, where n information
bits are in the control code. If n = 48, this probability is less than 10-14,
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Other single failure opportunities are negated by parity generation or check

on inter-equipment address and data transfers (with memory and terminal

units) and by assigning unit addresses to include parity. Theme latter are

checked on accessing the I/0 memory and are included in the decoding and

selection gates for the unit buffers. Thus, there are no conditions for single

hardware error causing security violation identifiable for the IOCP at this

level of its design. Consequently, the information exchanged between periph-

eral units and high-speed memory is safeguarded by the IOCP, and 'only pro-

cessor error can affect secuV'1ity protection of this data in the high-speed

memory.

Security comparison circuits are provided for use in several ways. Comparison

of the control code in a descriptor available in the I/O memory is made against

the control code of a physical record read from bulk file. Comparison is made

against a user's key pattern from a user's key pattern terminal unit (refer to

work station deicription, page 51). Comparison is also made to verify the

connected unit buffer.

The unit maximum security level allowed by physical security considerations

for any information exchange with a peripheral unit is checked against the

security part of control codes to assure no release of more highly classified

informationltln is permitted. The maximum unit security level indication

is implemented by a wired-in section of memory not Changeable under pro-

gram control. In this form the IOCP provides a redundant hardware security

limit check which is independent of any performed by processor hardware or

software. This check does not consider the terminal unit user's maximum

security clearance or need-to-know and is thus not sufficient for total security

control.
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Ail information intercnange (data, descriptor, or addressed) should be

parity protected against single hardware failure, Alternatively, and at

slight reduction in redundancy, the addresses assigned to terminal units
/

within each work station may be grouped so that at least a double bit error

is required for an address error which will result in a mnstransmisston to

some other work qtation; single bit difference is permissible in addresses

4 within a group, since a single bit error would at worst result in another

address in the same work station (at least as far as security violation pro-

tection is concerned), and since the user could detect t}e single address

bit error bv anomalous behavior of the misaddressed terminal unit in his

work station.

A security risk inherent in multiple user programs being allocated high-

speed memory space is that the residue of the prior user may be read by

the newly assigned user. Thus, memory blanking and checking is required

as part of the reallocation process. This may be done by software as des-

cribed in Section IV. In a system which is computation-bound rather than

input/output-bound, the memory blanking and checking responsibility can

be included in the IOCP to relieve the computation burden,

The IOCP could accept a descriptor which serves to blank a memory block

and verify the blanking process. This task is adequately achieved by the

storage of a constant value and then reading back the same value for each

word in the block. The IOCP has the block addressing and bounds verifica-

tion capability. It also has a word comparison register normally used for

security comparison. This hardware can be readily used to add the mem-

ory blanking feature. A special dummy unit buffer is added (connected to

no terminal unit) which is used both for input and output. It is initially

loaded with a one word output. Thereafter, two descriptors addressing

the same block are provided and a sequence of alternate input service
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demands followed by output service demands av'e made by the ditmmy buffer.

Program control provides completion of each word service (in all cases

* treated as the first word of a block). Thus, the IOCP program control first

loads memory, then, on servicing the output part, compares the contents of

the dummy register with the contents of the buffer register. Upon establish-

ing equality, indicating that the addressed memory word was blanked, it steps

the address to allow the next word to be blanked. The dummy buffer is given

lowest priority in the service demand qlieue and, thus, the memory blanking

serves as an effective use of otheiwise idle time. At completion of the block

blanking and checking, the IOCP returns the I/O-complete descriptor with

notification of success. The ECP, at its convenience, returns' the blank space

to the available space list,

WORK STATION

The work station for a user contains a group of one or more input/output ter-

minal devices plus a user's key pattern generator in a physically secu-'e

enclosure. Only one user at a time is allowed in a work station so that the

* security controls necessary to restrict access to that user (his usur's control

t profile) can be taken as restricting information exchange with terminal da-

vices in the work station. The user's key pattern generator transforms a

physical user's key into an electrical signal, the user's key pattern, which

is used to initiate user identification-authentication, and to verify continued

user presence before allowing classified input or output. At either insertion
or withdrawal of the user's key an interrupt ir initiated for processing action
to change the work station status.

The tardware design of the user's key pattern generator is part of the authen-

tication process and is thus beyond the scope of this study. Its output signal

should not be observable or identifiable as belonging to a particular user.
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Protection against a harbywa ta •=01,. cnMJ "....... eac.
key pattern with sufficient distance (bit. which differ) from all other al-
lowable key patterns, Thus, if the distance is n, then dropping (or adding)
n- - or less bits will be detected as error, and will not be interpreted as
another key pattern and, thus, another user.

Shared Use of a Work Station

Concurrent use of a work station by several users imposes several compli-
cations to the recommended single-user-at-a-time system.

I. The user identification-authentication sequence must be kept
private even when performed with others present.

2. Release of security information is restricted to that which is

releasable to all users present,

3. A more complex key pattern is required which continuously

must indicate whatever combinations of multiple users are

present in the work station.

4. No obvious rule exists for limiting the assignment of control
code names (indicating the security classification and need-to-

know) for information to be added to the data base

In Appendix V, partial solutions to these complications are discussed.

The recommended system with a single user In a work station allows private
identification and authentication. The user's control profile corresponding
to the identified and authenticated user provides the complete reference for
control of release or acceptance of information within the work station.
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BULK FILE CONTROLLER

The bulk file controller serves as an address and buffering dovice for transfer
i. 0of a physical record between the actual physical units uf the bulk file and the

connected input and output unit buffers of the IOCP. Figurc 5 indic'ates its

function. It receives control commands for a single access at a time includ-

ing file addresses relayed from descriptors in the IOCP. It performs parity

checks on each word exchange.

BULK FILE CONTROLLER
iCONTROL r'

S"• I'CHECKI
T 0 SEQUENCE

1 ,REGISTER T
U SLCFIE1210

L ADDRESS
K' GATE BUFFER GaAT E

[PRT L/F 0

E
S Figure 5. Bulk File Controller

Added to these normal features is a check on content of each physical record

made entirely within the bulk file controller. It is presumed that the files

stored in the bulk file are partitioned into physical records of predetermined

length, as dictated by the hardware. The bulk file controller appends a se-

quence indicator at the end of each physical record written into the file. This

sequence indicator provides verification that the physical record is the one
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whklh im addressed, tnat it is read in its entirety, and that no alteration of

this record has 'occurred. In form, the sequence indicator should be a corn-

bination of the actual file address of the physical record and the contents of

this record, The recomnmended combination is the logical exclusive-or sum

of the base address and the actual contents of each word in the physical record.

The bulk file controller, in reading a physical record, makes a link check on

the sequence indicator to assure that the addressed record is the one read

and that the entire record is read without error. An error detected causes

an interrupt return to the IOCP; the sequence indicator is not passed to the

IOCP in any event. Combination of this block parity with the word parity al-

lows detection of almost all errors. Only the rare combination of an even number

of errors occurring in the same places in both dimensions could be missed.

BULK FILE

The bulk file is made up of storage sections which are addressed by the bulk

file controller. The file includes means for transferring data blocked into

predetermined length physical records to or from the bulk file controller,

Added to each storage section of a bulk file is the capability to physically

disable the write circuits. This capability is used to make the content of

that storage section safe from alteration. A security feature added to the

bulk files is to include a locked compartment within which are the write dis-

abling switches. Also included in this locked compartment is the means for

setting the execute-only flag bit for each word of those physical records which

contain the executive control program and its associated service routines.

This is the only way to set the bit and, thus, identify that the programs are

able to be run in control mode.

54



II
13i

• HARDWARE ADDiTiONb FUR'SMURITY PROTECTION

Table 2 indicates the estimated additional hardware required in order to

Simplement the recommended hardware security features beyond that re-

quired to achieve the normal functions of the modules.

The total for a user's key pattern generator is an estimate of what is nec-

essary for a fairly complex device yielding a 24-bit user t s key pattern. Its

detailed consideration was not part of this study.'

The common measure used for the estimates is the equivalent flip-flop (EFF).

An equivalent flip-flop i3 a group of logical elements having a cost com-

parable to that of a flip-flop. To provide a basis for comparison, the

Burroughs D825 computer module contains approximately 2500 EFF's, and

each D825 input/output control module contains approximately 1400 EFF's

to service a single peripheral unit.

In summary, the main processor in the future system will operate in two

modes, user and control. The control mode has access to the full set of

available privileged instructions which establish the area of control over

an approved user's program. Entrance to the control mode by a user must

always be by means of an established maskable interrupt system, In the

user mode, available instructions are limited to the subset not required

for security control. These instructions are sufficient for the programs

approved for the user. Access to any additional instructions without

entering the control mode via an interrupt is impossible. Control hard-

ware is protected from unauthorized access by physical sealing or locking

along with suitable alarm protection.

Since keeping memory cost to a minimum is recommended for system

economy, no special security features are suggested for the memory mod-

ules of the multiprocessor system other than standard parity checking.
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Table 2
Hardware Added For Security

MODULE NUMBE TOTAL*

PROCESSOR (16-bit bounds)
Redundant mode control 1 4 EFF's
Memory bounds 3 120 EFF's
Bounds check 3 80 EFF's

I/O PROCESSOR (N terminal units)
Unit security level 1 20 EFF's
Security compare (48 bit) 1 180 EFF's
Bounds check 1 20 EFF's
I/O memory addition: logic 1 N + 20 EFF's
I/O memory addition: stack I N WORDS

WORK STATION
User's key pattern generator 1 100 EFF's

BULK FILE CONTROLLER (24-bit check)
Sequence indicator check 1 120 EFF's

BULK FILE (M storage sections)
Write lockout and M 2 M SwitchesExecute only flag bit set + 5 EFF's

EFF Equivalent Flip-Ftops
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The i.. ..ut ...n........ prn C - ,ar.. I 46dc;Ignd mLudi the -input and output
of peripheral units by individual maximum-security-level-.limited buffers to
unsure.proper routing to intended users and security control, A special
bounds-checking' capacity established by the main processor further ensures
security between the IOCP and its accesses to high-speed memory.

Security techniques for the work stations provide for a user's key pattern
generator for identification and restrict operations to a single user at a time

in a physically secure area.

Bulk file techniques utilize discrete storage sections to partition different
blocks of information. The bulk file controller provides special content
checking and verification procedures to guarantee that all of the permissible

f". information is accessed and transferred properly,

Redundancy throughout the hardware design area is reflected in a system of
parity. checking to verify contents of all addresses and data exchanged be-
tween modules, and in security checking hardware repeated in separate mod -
ules so that multiple checks are performed for any information release.
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SECTION IV

SOFTWARE SECURITY TECHNIQUES

The previous section defined the hardware techniques recommended to

achieve fail-safe security. Implicit in the hardware recommendations were

several software security techniques which utilize hardware techniques in

order to exact the necessary security control. Thib section describes the

recommended software security measures.

The executive control program (ECP) provides the structure within which

security routines and techniques are applied, these include the use of spe-

Scialized control tables, redundant programming, control of user's job

execution and programming actions, and system activity logging,

OPERATING SYSTEM AND EXECUTIVE CONTROL PROGRAM

Projected operating systems will be designed on a modular approach utilizing

a functionally segmented collection of programs which are dynamically organ-

ized as dictated by the system load. An operating system implements and

controls the multiprocessing and multiprogramming capabilities of the system

and performs the techniques developed for security assurance during electronic

data processing of multi-level classified information. The operating system

has two main sections: the central section, or ECP, and the service

programs section.

59

lk'youepge as lank threfoe at fimed



The ECP performs somene of the security control checks and those control

functions normally associated with an operating system, such as established

I/O-. ontrol, , .terrupt cofttrol, timing, etc, The ECP resides in a protected

high-speed Memory,

A service program is a program written much like a user program but

possessing direct contact with portions .of. the system normally reserved for

the ECP. A typical service program Is one which can communicate directly

with an analyst console at a work station, as opposed to making a call on the

ECP to perform the communication. Service programs are protected when

in high-speed memory by an execute-only flag bit which allows executtion only

by a processor in control mL1 le. They have the required built-in security

checking techni aes aeculiar to the type of service being performed.

In Section V, the ECP and service routines will be introduced as the functions

are required to control the system and user's programs.

Tables and Directorles

The ECP and the service programs provide the user with the action needed

at each point in his job processing, A series of tables and directories is

required to keep track of user's jobs and the operating system itself. These

tables and directories reside In protected memory, are constructed by

the ECP, and (except for the program reference table) are available to

the ECP or to the service routines only. Representative required tables

and directories are identified in the following list.

Equipment availability table - contains status and hardware-

imposed maximum security level for data processing for each equip-

ment in the central data processing system.
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C h•nncl..".M! S, SI bLe - categorizes each I/Q channel according

to unit type, use, work station, and hardware- imposqd maximum

security level; determines appropriate 1/0 service program for

channel control.

Inactive job table - contains parameters used for scheduling, ac-

counting, and input/uutput control for inactive jobs.

Job collection queue - program list for jobs ready to be entered into

high-speed memory and executed.

Memory directory - lists the block size and object name, if in use,

for each high-speed memory block.

Schedule table - contains a list of all programs which are ready for

processor time scheduling, and the name, memory requirements,

and scheduling information for each program.

Active lob table - basis for control of each job currently being exe-

cuted; includes state of all registers pertaining to this job at any job

interruption; it is used by the ECP for internal processor scheduling.

Program reference table - contains the name and/or descriptor for

each object referenced by a program; in addition, it cqntains amem-

ory-bounds-load flag bit, presence indicator, memory bounds, and

base address for each of the objects allocated high-speed memory

space. References by a user program to this table are controlled by

the PRT memory bounds register.
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contains th e4ae, control code, size, and location of the file direc-
tories for eaoh'active file.

Inactive file directory - lists all files available to the system but not

currently in use.

File directory - contains information pertaining to identification of

each object in a file such as name. location, control code, and size.

Special Tables

In addition to the above tables which are part of basic ECP control, three

other tables are provided explicitly for security control. They are the con-

trol code name table, the syotem user table, and a set of user's control

profiles, one per user.

Control Code Name Table

The control code name table provides information for conversion between

cbntrol code and control code name. There are two ordered parts, with thCe

first part being ordered by control code. Associated with each control code

is a pointer indicating the address of the start of' the variable length control

code name. The second part is ordered by control code name. Associated

with each control code name is its size and the address of the control code

Thus, corresponding entries in each part are address .inked. This table

design depends upon addresses to entries within this table being significantly

shorter than the control codes or control code name.
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System User Table

The system user table provides the file name or high-speed memory address

of each user's contrjl profile. This table is ordered by user's key pjattern,
Each entry has an "open" indicator which, if set, signifies that the profile is

activated, (i. e., the user's key is presently in a key pattern generator at a

work station and the user's key pattern has been authenticated). An indicator

of presence in high-speed memory and an address pointing to the location of

the user's control profile are included. Also indicated is the alternative

identification field to be tsed only by the responsible supervisor when profile

updating is required. Because of the relatively few system users and infre-

quent updating, location by means of this unordered secondary identification

is no serious penalty.

User's Control Profile

A unique user's control profile exists for each user of the system. It pro-

vides the information necessary to associate to that user the security clas-

sifications and need-to-know authorization deemed necessary by his supervisor

for effective performance of assignments. Each user's control profile con-

tains three parts: header, user authentication information, and control code

list. The header includes tne control code of the profile itself, the user

identifter (an image of the user's key pattern), and size and self-relative ad-

dresses for the beginning entries for the other parts of the profile. The user

autb•entication information provides the response information expected from

the user to validate that he is, in fact, the user indicated by the user and Rey

patterns transmitted. The control rode list is separated into two ordered

control code parts, The first part contains all control codes for which both
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in the user work station. The second part contains all control codes for

which road &acess only in permitted fr'om the data base. These can be output

to the terminal units,

The user's control profile is in a read-restricted and write-protected area

of memory. Reading is restricted to an ECP-called I/O service program.

Alteration of any usei"s control profile is done only by an ECP-called service

program which has its access protected by a control code unique to the sys-

tem supervisor. This program is usable only by that user's supervisor, who

must also gain system access through an identification-authentication pro-

cedure, and who has write access to a control code reserved for his use only.

If this degree of access control is inadequate, it can be coupled with a properly

identified second person (possibly the user himself) who must concur in the

supervisor' s action.

EQUIVALENCE PRESERVING TRANSFORMATION

For a user to bypass protection techniques added to his program by the FCP

he must know how his program is to operate. It may be possible to develop

a program which converts user programs to "equivalent" programs by

"equivalence preserving transformation". This technique could be all exten-

sion oX' tho work by J. Nievergelt, * which proposes a program to examine any

other program and perform such siniplifications on it as can be detected by

the "argument" program's form alone, without having any knowledge of what

j it is supposed to do,

Nievergeiý, J., "On the Automatic Simplification of Computer Programs,"
Communications of the ACM, Vol. 8, No. 6 June 1965, pp, 366-370.
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The application to security protection would include as a first step the

separation of data from programs so that the program itself (instructions and

literals) is unmodifiable during execution (address alteration by indexing of

instructions other than jump Instructions should be allowed), When the pro-

gram is so separated, the program can be protected by bounds allowing read

only access to the user, In a mixed content stream (program instructions,

literals, and variables), recognition of which words contain instructions

versus constraints is not possible from the words alone unless flag bits are

included. The compiler output is the proper place to tag words as instruc-

tion, literals, or as data (differently tagged). Applied as a post-compiler or

assembler to a syntactically correct compiler or assembly output, the equiv-

alence generating program could develop several equivalent versions and

select that one which has the most desirable security characteristics. If re-

compiling were done as part of compile-and-go operations and if some

randomization criteria were used on equivalent program segment selection,

the size of the program would vary and with it the order and location of

inserted security checks would change.

REDUNDANT PROGRAMMING

Redundant programming may be defined simply as follows: to achieve results

by differently programmed means and to ascertain that the results are

equivalent.

Redundant programming can be a time-consuming means of testing reliability

if it is not designed into the hardware in the first place. This does not exclude

the possibility of utilizing redundant programming techniques at key points in

a routine for confidence testing, however, it does limit the concept of total

program redundancy for the system.
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Operat,_ng thc ... r,, plgrai- i Jai'leeni modules (this presumes at least two

modules of each type) at least doubles operating time since a means to verify

the results is also required. Utilizing different instructions to derive the

results would more than double the operating time. This assumes that the

original routine used the most direct (fastest) instructions; the alternative

routine instructions would take longer. Verifying that the results are the

same adds an additional time load.

Often, given the results of a program, an inverse program can approx-

imately reconstruct the inputs. In some cases this inverse program is so

short compared to the needed program that its use adds little to the total

execution time. The disadvantage of this method is that it is only of limited

"application,

One method of redundant programming in a multiprocessing system (with

more than one computing module) which would not increase the overall

operating time or cost is described by the following example. Assume that

some processor module, say C, is used by the RCP to ascertain that a user's

information retrieval request is within the scope of allowable requests for the

particular user. C then initiates the input request to read a file or record

fromthe bulk file into a high-speed memory block. The appropriate ECP sys-

tem routine executed by C initiates the input action and masks C from re-

sponding to the action termination. Upon input termination, the ECP input

confirmation service program is activated in the interrupted processor module

(any one other than C) where the check is performed with the control code of

the data record and the user's control profile. If the check is satisfactorily

completed, the data is released to the user; if not, an appropriate alarm is

given. The danger of releasing unauthorized data with this type of redundant

programming technique used by the ECP is low, since multiple hardware
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,-,•allunciiono would nave to occur prior to such release, Checking procedures

are serviced by different processors operating in control mode, and the

memory is protected by parity checks and bound registers associated with

the user program and taken from his prggram references table; this process

is described in detail in the next section.

CONTROL OF USER PRODUCTION JOBS

All requests for programs and data must be processed by the ECP. At the

time of job production scheduling for a user (not program preparation

scheduling), the user's job is assigned and a skeleton program reference

table (PRT) for the requested job is assigned to a PRT area. This skeleton

is complete except for actual locations and the presence indication for each

entry. The ECP verifies the right of the user to have access to the desired

information program segments and data blocks named in the PRT by check-

ing the control code of the named information in the system directory against

that user's control profile. If the request is approved, the ECP or ECP-

called service programs allocate memory space, enter the assigned base

location in the PRT and, along with the computed upper limit for each named

PRT entry, obtain the required programs and data from the bulk or other

storage, and place these information entities within the high-speed memory.

The ECP program then checks the header contents of each retreived data

block for control code against the expected control code (and possibly data

block name or block number), If this check is satisfactory, the corres-

A: ponding PRT entry is marked as present in high-speed memory. Some or all

of the memory bounds registers may also be set by the ECP at this time.

The computer, after verifying that everything has been set up correctly,

initiates the user program.
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plished provided the associated memory bounds register has been properly
set. Base and index registers can be changed by the request of a user pro-

gram (In user mode) and new areas are thus opened up for writing and/or
reading, provided the new register values come from an indirect address
reference to the PET area and the referenced word has the memory-

bounds -load flag bit,

Indirect addressing via the program reference table is possible, combina-
tions of the various floating techniques are also possible, e. g., indirect
addressed transfer, via the PRT, to a subroutine with addressing relative to
its own base. Any attempt, accidental or deliberate, by the operational pro-
gram to address (read from or write into) any area of memory not specific-

ally permitted by bounds registers established by the ECP is immediately

detected, and the processor is returned to control mode for ECP interpreta-
tion. There is, likewise, no way for the user program to use any I/O
device without calling on the ECP. Thus, excepting hardware failures, such

a system should provide absolute protection.

Maintaining this protection in the event of any single-failure situation is a
subject for special study of particular hardware. The recommended hard-
ware features described in Section III provide sufficient redundancy to
protect against the loss of protection due to most, if not all, single hard-
ware failures. The ECP itself is capable of utilizing redundancy to verify
its own results by executing the program in different processors in a
manner similar to the redundant process described on the previous page for
checking input from the bulk file. This will be achieved in normal operation
since the work load is shared among all processors without reservation of
any one for particular tasks. (Although a particular interrupt may be
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directed to a particular processor, the assignmeat need not be made for

more than on, itar-lpt.... .. +h.e + n 'ext-..., Mw A.f .ant ,p•:.u ur mAy be

,made responsible, ) ....

CONTROL OF USER PROGRAMMING ACTION

For a user to illegally manipulate the modular, rritkltiprogramrping, multi-

processing system, by his programming action, he must:

1. know its operation, organization and security prote~tion
techniques,

2. gain access to the operating system while in process of
contr.olling this system, and

3. recognize and successfully avoid execution of all sub- \
routines which can detect, log, or abort his manipulatibn.

Protection can 'be provided to prohibit a user's illegal manipulation d( the

system by the following:

A •The operation, organization, and security protection techniques can be

divided into n parts. These parts are assigned to different personnel for"

implementation so that any one person only knows a small part of the entire

systefn. Any attempt by an individual to gain knowledge of,a part of the

system that he is not responsible for can be readily exposed and becomes

a matter for administrative action.

CGaining access to the operating system can be prohibited by making memory

b~ounds registers fail-safe (the program does not depend upon the bounds

registers for limiting addresses; thus, bounds transgression can and does

couse interrupt) and by wiring in. (through locked pwitch permitting writing

on a bulk file) the access to the ECP so that the only way to alter the system

is through a hardware interrupt (caused by either hardware or software) which

leads to a specific interrupt address for initiation of ECP control.
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Random inmertion of program challengen in a program untig nforre either

knowledge of the proper responses (as would be available to an authorised

user of.thv programi,) 6iý inrtrprs~ation andavoidan-OU OffUzh *-NM ments of a

program string. In the latter case, the program must be treated as data for

interpretation before it is executed. Tagging each memory word used for a

program differently from those used for data would prevent any attempt by

a user program to analyze another program as if it were data. The provision

for monitoring of undebugged programs or their interpretation by a service

program (assembler of compiler post-processor) may still be allowed as an

aid to programming, so long as the output error messages or monitored

results are related to the source symbolic language rather than the internal

machine language.

The block concept used in ALGOL 60 provides inherent program security

protection. In this concept, programs are segmented into blocks. External

entry into a block is only at its block head. Processing from the block head

continues until eventual exit from the block returns control to another block

(or completion of job). The block heading may include parameter declara-

tions which provide linkage to a local block. Any such trarisfer into or out of

a block represents a potential program breakpoint at which security check

procedures could be executed without effect on the operation of the actual

program so long as no names in the user programs are set equivalent to

locations in the check procedures.

SYSTEM ACTIVITY LOGGING

Logging is a controversial subject mentioned only to exhibit the after-the-fact

gecurity breach detection ,nherent in a system containing this feature. What

logging is required is an administrative decision. Assuming that a system

log is required, it should be a service program which keeps a running log on
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each user's requests and the response,, tn *h*!e rea,_e-a fromn. thc data b-ase.

This log constitutes an historical accountability file of user activity. This

.fileis ud to dt dt'aeeie activity rates of vari6us users and, more

importantly, the activity record for information within the data base. The

historical files, when used to measure personal performance, can detect

inefficient procedures as welf as behavor patterns inconsistent with secured

ant lyses, Analyst knowledge of this use of historical files tends to minimize

unprofitable requests and make penetration attempts more difficult. The

control code assigned to a log file woild be one available only to supervisors,

Log information can be separated into multiple records with different control

codes available only to different supervisors. This diffuses the analysis

responsibility among multiple supervisors so that cross checking can be

achieved.

In summary, the software security techniques recommended in this section

for application to the modular,multiprogramming, multiprocessor system

defined in Section III fall essentially into five areas: the executive program

control, tables and directories, redundant programming, user production

job controls, and prevention of illegal manipulation by system users.

Projected modular systems will utilize a functionally segmented collection of

programs which are dynamically arranged to fit the system Is load requirements

and which are ur der control of the executive control program or an ECP-

called service program. These programs provide the required secur'ty

checking, ocheduling, and bounds limitations to prevent security compromises.

To keep userts requests and the entire system orderly, a meries of tables and

directories. is established in protected memory to be call d on as necesiary

by the ECP and service routines. Within *his series are three tables

especially constructed for security control: (1) the control code name table
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I
which ties together control codes and control endp nomes 1(2) 6U, ....^n.

tiuer table to locate Vach user's control profile in the high-speed memory,
s.nU (3) the user-s oontti(l 0rofile igseli, which not Only identifies the user
to the computation complex but establishes his need-to-know and security
levels for the system,

Cost considerations recommend redundant programming be used only for
security checking and be accomplished by at least two different paths, both
to verify results and to assure that security is maintained.

All requests for programs and data must be processed by the ECP. This

user job control assigns table reference, order of processing, performs
validity checks upon the user's right to information and to area bounds,
and subsequently checks the requested data itself to insure its availability.
The ECP sets memory bounds as necessary and releases the computer to
start the user's program, Relative and indirect addressing are also
possible within preset bounds.

Techniques to prevent illegal manipulation of the system involve (1) re-
stricting an operator's knowledge of the system to just the one area he is
responsible for, (2) fail-safe memory bounds registers, (3) insertion
of random program challenges which can be answered properly by an
accredited user only, and (4) the ALGOL 60 block concept.

72



SECTION V

ECP APPLICATION TO CONTROL USER PROCESSING

The previous two sections have described and discussed various attributes

of several hardware and software techniques along with recommendations

as to which can provide fail-safe security protection for an advanced ED?

system, as defined in Section II.

In this section, the recommended techniques for security control are Ante-

grated and applied to system startup and use. The discussion focuses upon

the controls provided by the executive control program (ECP), the special

security routines, and demonstrates the use of hardware techniques. Con-

trol of the multiprogramming, multiprocessing system defined in Section II

is provided by the ECP, using the recommended hardware techniques des-

cribed in Section III and the ýables and directories and othei software features

described in Section IV.

Security protection provided by the ECP must be fail-safe. Fail-safe

security protection means that information processing must be interrupted

by (1) any detected hardware mdlfunction, or 12) any programmed attempt

to transgress permissible security bounds (or alter them in any unauthorized

manner). In other words, any suspicious action results in cessation of job

processing until the suspicion is either borne out or proved groundless.

Only in the latter case is job processing continued. -Fail-safe implementa-

tion requires that at the completion of each major information processing
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step positive action must be taken to permit initiation of the succeeding

step. Each positive action is a specific check which must yield a corre-

sponding specified response; otherwise the process is interrupted, and

the failure (presumed) or forbidden action request is investigated.

Specification of appropriate responses to failed checks is the prerogative

of the particular system design. Responses can include completely pro-

grammed reactions such as logging or calling in of diagnostic service

programs. They can include output for administrative action, or they

can either nofify the user of an inability to continue or stall the user while

administrative notification is given.

The requirement for security protection in the presence of a single hard-

ware failure is satisfied in large measure by fail-safe implementation of

error-detecting circuits at those points in the system where processing of

security checks is performed. Such methods include parity, illegal ad-

dress detection, memory bounds checks, flag bit presence, etc. Appendix

IV reviews achievements of arbitrary reliability by hardware methods,

Subsequent to detection, programmed diagnosis of the cause and scope of

the error is required to determine necessary corrective action. Following

repair, a programmed confidence check must be passed before the repaired

equipment can be returned to normal operation.

Safeguarding security of information in an EDP system also requires pro-

tection of the security controls placed on the system as well as protection

of the classified information itself throughout its input, processing, storage,

retrieval, and output. Figure 6 is a summary flow chart showing these

controls during user job flow. During system startup the controls are

established by the system supervisor; after operations begin,. the ECP
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takes control and carries out the details of safeguarding software security.

Any supervisor-authorized individual user may identify himself to.the sys-

tem as user of a work station. When satisfactorily authenticated, he may

enter or have access to classified information am limited by his user's con-

trol profile. Control by the ECP over user jobs includes input/output,

privileged instruction execution, memory usage, and bulk file access.

Any undetected error in input control code name assignment to a record

by a user may result in unauthorized downgrading and a security (need-to-

know) violation. If the error results in upgrading or need-to-know change

it may result in the information becoming inaccessible to authorized users.

Violations may also result from processing errors such as (1) conversion

of control code name to control code or the converse, (2) control code

alteration or disassociation from the record of the control code which/peb-

cribes the record security classification, and (3) need-to-know restriction.

Undetected input or a processing error can lead to violations through mis-

storage of the record or proper storage of a misclassified record 'in the

data base. Any retrieval of such a record thereafter is a potential violation,

as is any error in the check made oni the control code of the retrieved re-

cord. The actual violation occurs on disclosure of security •iformation to

auser without sufficient clearance or need-to-know. A conrol against

such violations depends upon the reliability of the informa;tion against which

the checks are performed. Thus, if the control code used to protect a re-

cord is improper as a result of undetected errors made in the input, pro-

cessing, storage, or retrieval, the proper information for safeguarding the

output may not exist. It is evident then that security safeguarding must

consider the entire EDP process, even though the actual violations occur

on output.
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STARTUP

The system startup includes loading the ZCP, establishing the available

Sequipment configuration, forming user authorization tables, and releasing

the system under ECP control (for processing of user jobs).

Loading ZCP

Loading the system initiation portions of the ECP is required to start the

system.

A wired-in program loader is available which first automatically clears

all memories and registers at startup and then establishes memory bounds

for the input area into which the ECP is to be loaded. Normally loading is

from pre-assigned sections of the bulk file containing the ECP. An alter-

native loader from some other input device is required for flviwt-tirne load-

ing and later as backup, The pre-assigned sections of bulk file containing

the ECP have positive write-lock-out protection (alterable by supervisor

only).

In a multiprocessing configuration, two different areas of hi4h-speed mem-

ory are assigned for ECP loading, after which the loaded co~ies are checked

against one another. Upon satisfaction that one version is properly loaded,

the write circuits to that memory module could be disabled (at least the ex-

ternal connection to them in destructive read memory systems), and the

other copy can be overwritten under control of the first. Thereafter, so
long as that first area of memory is operating, the ECP is unalterable by

any electrical means and is immune to user program actions. If an error

should be sensed in the ECP area of memory, the fail-safe approach is to

repeat the ECP loading procedure into a different memory module. User

programs in process might have to be aborted and later repeated from a

convenient recovery point. With'enough modularity, and if the need for

77

iI



uninterrupted performance sihould dominate the fail-safe need, two copies

of the ECP resident program could be kept in high-speed memory. An

error from the memory module containing an ECP copy would divert ECP

action to the other copy which would take the suspicious module off line,

and the system would continue after a check for error effects, In any event,

the security protection potential inherenl in a user-unalterable ECP is not

compromisable so long as the ECP cannot be bypassed.

Establishing the Available Equi2ment Configuration

After the ECP has been successfully loaded, it checks to see what physical

equipment is currently operable and available to it. This check includes all

the physical equipments (memory modules, processor modules, I/O control

processors and associated terminal devices, bulk file controllers and the

files themselves, etc. ) to see which are available to the system.

The startup availability uf an equipment includes confidence tests on the

equipment such as leapfrog tests for a high-speed memory module (a test

%hich eventually occupies every possible position in the memory). These

confidence tests are performed on the total system at startup and are re-

peated on individual system modules at appropriate intervals during the

running of the system to ensure continued confidence in its operation.

Successful completion of a confidence test opens the entry for that equip-

ment in the equipment availability table. This table entry contains the

equipment maximum *allowable security level as limited by the physical

security of the location, the electromagnetic radiation characteristics of

the equipment, or the routing of interconnecting cabling. This table is

prepared by a service program using supervisory inputs. The permitted

security level of the equipment being used is checked with the security

part of the control code of all machine records prior to implementing any
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performed by the IOCP hardware. The software check simplifies tem-

porary reduction by a supervisor of the maximum security level allowed

a peripheral unit which might be necessary during maintenance. Alterna-

tively, raising the security level requires two changes (by different super-

visors, if necessary), one in the locked section of the IOCP and one in

the equipment availability table.

Forming System User Table

The ECP will now accept supervisory interrupt from a peripheral device to

enable setting up the user's control profile tables for other currently allow-

able user's (each containing the control codes for all authorized security

classification and need-to-know categories by access permission, as well

as identification- authentication means).,

The originally loaded ECP contains a routine which can only identify super..

visors. Therefore, the only initial interrupt the ECP will recognize and

service is from a supervisor. This routine may be supervisor-alterable,

use-to-use, as required.

The ECP response to the initial supervisory interrupt is to initiate the

authentication sequence corresponding to that supervisor's key pattern.

Satisfactory completion of this authentication by the supervisor opens the

supervisor's user control profile. That supervisor enters or actiVetes

entries in the s~stem user table of identification authorizations for those

users which ihe iupervises (as allowed by his control profile) and who cur-

rently require sostem access. Thum, the system user table loading uses

a routine availabld to a supervisor only (i. e., the routine has a control

code present only in a supervisor's control profile). The ECP sets up
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bounds for this table in a protected memory area (accessible only to the

ECP or its assiined service routines). Input is protected through use of

the IOCP (see Sections III and VI). At completion, the supervisor receives

an output confirming the users whom he has currently authorized, and a

log record is made of this action.

Releasing the System Under ECP Control

When the system user table'has been completely loaded, the supervisor

will release the ECP and, effectively open the system to the other users

now authorized.

USING THE -SYSTEM

With the system released under ECP control, multiprogramming, multipro-

cessing of user jobs may begin. The ability of the system to perform many

operations simultaneously for a single user or for a group of users requires

maintaining the integrity of individual user programs, their data areas, and

their work hreas. At 'any given time there will be activity instigated by cer-

tain user programs while other user programs will be passive In memory. *

The'evident solutiqn for maintaining the integrity of all users currently in the

The multiprogramming- multiprocessirig capability makes this multi-job
presence in high-speed memory desirable to permit much less frequent
computer-bound or input/output-bound processing. This is achieved by
hiving a backlog of work of each type available for execution. Thus,'the
ECP, being responsible for efficient equipmen+ usage, schedules user jobs
among available equipments. This scheduling recognizes job interrupts
resulting from current unavailability of data or programs in high-speed
memory prerequisite for further processing and initiates the processizng
necessary for accessing it. When the delay external to the processor,
module in accessing the information is significant (for example, a human
response from a work station, a card read, or a line print), that job can
be made passive and another job active until after all prerequisites for
continuing are fulfilled.
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system is to restrict each '.lwrr.dnlv r uar cij LV hil permissible

* programs, data, and work areas, The other users at their turn for execu-

tion will lowIAWge be -rericted to their own programs, daet, and work areas,.

and the integrity will be maintained by self -exclusions.

Each user program, may call on ary common service program so long as the

control code of the service program is in each calling user's control profile.

More than one user program may execute FA service program from a single

copy of it in a high-speed memory area so long as it is not 'alterable during

execution. Data and working storage areas required by the service program

are separately assigned for each calling user program. At call time for the

service program, memory bounds are assigned for that 'user program around

the three types of areas involved, and execution is initiated. At completion,

release of the results and return to the calling user program is achieved in

control mode.

The following thin- or single-thread analysis of system use begins at first

response to a user starting to use a work station and continues throughout

the processing of his job. The job is asLuumed to require input and output

and to call upon the filing system as part of an information storage and rei-

trivval application. Job termination actoi "completes this flow. Table 3

summarizes the analysis by indicating the ECP or service routines required

to control the user program. These routines are given in their single -thread

order of occurrence by name, description, arid estimated size (in numberIof instructions). Routines indicated by asterisks are added especially for
security protection. Indentation is used to indicate a subordinate security

routine called by the basic service routine. Routines enclosed in parenthesis

are repeats of previously described routines. Only differences characteristic

of the place of occurrence are noted in the summlary descriptions given in the
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second column. The first time a routine is listed, the estimated number

of instructions is given, The estimates for the basic .CP and service

* routines are developed from -h•rvQoighs expiine. on -the-DO 5 and- ESO/.
5500 data processing systems and on projections from the 38500 system.

The estimates for the security routines are developed more fully in

Appendix I, where each description includes inputs, outputs, and logical

flow diagram,

Initial User Identification and Authentication

Control of a user by the ECP starts when a user inserts his key in a key

pattern generator at a work station, Insertion causes an interrupt, identi-

fied by unit, which in passed through the IOCP servicing that work .station

(and all its included terminal units). The interrupt switches the responsible

processor (as indicated by its mask register) into control mode and thence

to the common starting location for interrupt processing. The user's key

pattern from the terminal unit causing the interrupt is used to relate the

user to the work station and its included terminal units and to identify the

user's control profile. This is done using the Select User's Control Profile

security routine which makes the identification by referring to the system

user table for the file address of that user's control profile, When the pro-

file is available in high-speed memory (retrieved by the information storage

and retrieval system), the Activate User's Control Profile security routine
-- matches authentication responses from the user against the expected re-

sponses in the user's control profile. Successful matching activates the

user's control profile, and an "op'n" indication is made in the system

user table.

An opened user's control profile p ovides the control codes authorized
for processing information fo he-user at that work station.
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User Interrupt to Enter Protesing Inp~utý

,-4

-..... The identified and authenticated user initiates a processing request from

his work station by a Suitable interrupt, The IOCI forwards this interrupt,

now identified as to unit and user's keypattern,tothe processor module re-

sponsible for this interrupt,

An input buffer area is required so that the user can identify what Job he

wishes performed. A memory block is allocated by the Memory Allocation

service routine and memory bounds are set about this block and checked

using the Check Memory Bounds security routine. An input descriptor is

prepared for this block including block bounds as part of the I/O Processing

routine. It calls the Insert Security Fields security routine which enters' the

proper user's key pattern. The descriptor is sent to the IOCP for a specified

terminal unit of the work station from which the key pattern was received.

The IOCP conducts the input operation and at input completion gives an

interrupt. Transmission to the proper area is assured by bounds registers.

Parity checking of all data transfers provides confidence in delivery of un-

altered data to the assigned unit.

The ECP receives a termination interrupt from IOCP when each input record

has been completed. The termination interrupt is serviced by the Interrupt

Processing service program of the ECP, executable in control mode only.

The Interrupt Processing routine at input complete uses four security
routines. The Check User at Input Complete security routine confirms that

no different user isrow at the work station. This is a redundant check since

a prior interrupt should have been received and-processed at removal of the
prior user's key, and only one key at a time can be used in a key pattern

generator. The Converter performs control code name conversion to control

code since all internal machine records require a control code, which is, in

this case, converted from the cont 1. code name included in the user's entry.
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After ths Select User's Control Profile security routine acc ssea the user's

coC.ntul proilie, the Check Control Code security routine assures presence

of this control code in the control profile of the user providing- the -ipiat,
using the key pattern from the source work station as reference. The input

assumed here (as interpreted by the Input Responder routine) is a new job

request which is interpreted and an inactive job table entry is prepared,

including user and job identification.

The Scheduling service routine is now called by the ECP to schedule (in

this came) the Collection service routine for preparing this job, The Collec-

tion routine checks all of the job requirements and assures the availability

of these requirements to the system.

The Scheduling service routine is again called to schedule the run sequence

of jobs from the inactive job table by priority, subject to constraints on

equipment availability and high-speed memory space. It also enters the

job-required file directory item into the system directory.

When a job is scheduled to run, all necessary objects listed in the PRT
of the job must be brought into high-speed memory. There are four service

routines involved in the process which are called by the ECP as often as

il necessary, depending upon the location anti requirement for simultaneous

presence of these objects. The Memory Allocation service routine assigns

high-speed memory areas to the active job table (which provides the con-

ditions for registers in order to start or resume the job), the user's control

profile, and the PRT for the job; this routine also maintains the memory

directory.

The Readier service program is responsible for completing the active job
table and the PRT for the job. In order to do this it calls upon the Select

L•er's Control Profile security routine and makes the user's control
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by the Readier routine for each object entry in the PRT, If the control code

iS there,'the memory base location and bounds are entered in the PRT entry

for the object. The Find routine first consults the memory directory to de-

termine if the entry is already in high-speed memory. If so, and private

use is not indicated, the control code is checked by the Check Control Code

security routine, which compares the control code of each object found

against the user's control profile. If private use is indicated or if the object

is not in high-speed memory, the Locator service routine Is called by the

Find routine to search the system directory and possibly the file directory

to determine the necessary size of the object. The Find routine also calls

the Memory Allocation routine to allocate memory space for the object,

and initiate' the retrieval process. When the desired object is in the high-

speed memory, the Find routine performs the control code check and PRT

entry completion. When all entries in the PRT have been completed, the

Find routine returns control to the Readier routine which completes the

active job table by entering the initial register contents for job initiation.

Processing User Program

Control is now passed from the Readier routine to the ECP. ,The ECP

establishes PRT memory bounds, initializes the processor according to

the active job table, returns to user mode, and transfers control to the

start of the program required to execute the user's request.

References to program data, and working storage blocks are handled

indirectly through that user's PRT. Thus, the pre-established memory

bounds (including allowed use) contained in the PRT entries are available

for reloading memory bounds registers prior to any user program addressing

into a block. Flag bit protection of such a PRT entry assures that the content

can only be used for bounds re-'establishment,
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/ The automatic hardware instruction address comparison against the memory

bounds registers confines instruction execution to-the user's allocated

execute-only area(s). Data or working storage ar•ea may be read-only or

both read-and-write access protected by memory bounds registers for the

user, as determined by use indicators in the memory bounds registers,

Input/Output Processing

All I/O requests are directed to the appropriate I/O service routine execut-

able in control mode only. For each such request, this program prepares a

descriptor for the IOCP which carries out the 1/O routine in the secure man-

ner described at length in Section VI. In this discussion, I/O is considered

as viewed from the ECP and high-speed memory. An area of this memory

receiving input remains unavailable to the user until its control code is checked

by the Check Control Code security routine against the user's control profile

after the user's control profile has been selected. Once this area is released

to a user program, processing of its contents should be unrestricted until an

output attempt is made. Control code alteration (through its control code

* name) is necessary, for example, in the legitimate execution of the user re-

classification function. To prohibit this alteration restricts the user unnec-

t essarily. * A reasonable limitation is that a user may alter the uontrol code

provided the new control code is present in his output control profile.

*Given two records with different control codes, there is no unique implied

control code for a record combining the information. Not even identifying
a single control code relating the two others is adequate since this new con-
trol code is not applicable for all possible information combinations from
the source records, Consequently, the assignment of a control code name
to a combination record must be a user prerogative, limited only by those
allowed for him by" his user's control profile.
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Te ., ' of ........ to the control code associated with

data, such as rigidly formatting the data or maintaining the control code in

a user read-only section of high-speed memory, Since a user's program

IT must be ablehto merge data records protected by different control codes,

it could intercharve the data without altering the control codes and return

the record to the data base, effectively achieving control code alteration.

Therefore, prohibiting alteration of record control codes is not a fail-safe

means of protection.

At the time for output, the user's (output) control profile will determine the

acceptability of the output request, This includes ensuring that the control

code placed on the output record is wvithin the user's output control code list.

The information storage and retrieval system design is beyond the scope of

this study. It represents the structure of the data base content. The software

providing access to the data base is, to a large extent, independent of the data

base structure. Prior to discussion of this software, some security-imposed

considerations in the design of the information storage and 'etrieval system

should be noted which aid in efficient processing.

Access to a named file (containing either program or data) requires knowledge

* of the file's physical address in bulk storage, A system directory, available

only in control mode, provides this name-address relation. The system direct-

ory may also contain the control code of the file to allow redundant checking.

File access limitation can be controlled in either of two ways:, by checking

the control code of the file against the calling user control profile, or by

checking the file-user list included in file for presence of the calling user,

The first approach is recommended, since it allows examination of a single,

fixed-size entry (the control code). The second approach, in general, requires
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entries for a variable numnh' n! et , 1 t..* .... br ,-.... .,_' ' c.angesmore often than the control code. Since the check on access should be made
piOk to granting access, the fixted position single control code is easier to
locate and use.

Execution of the I/O Processing service routine prepares and furnishes I/O
descriptor information to the IOCP (which may be transmitted on to the
bulk file controller). The following discussions treat 1/0 reqijests affecting
the data base separately from the I/O requests involving tho o ther types of
terminal equipment (installed in work stations for user 1/0). These dis-
cussions are software centered about the processing don" by the ECP and
service routines for input and output. Complementary discussions centered
about the IOCP appear in Section VI.

Input Processing from the Data Base

Depending upon the level at which information retrieval information is en-
tered, requests on the data base for program or data records have several
types of checks imposed.

The first level may be on the file index keywords used (a user could be
restricted to certain keywords or classes of keywords which are defined
by control codes in the user's control profile). This would exclude anyaccess of Information outside the scope of these keywords. This level of
control is not generally recommended since the Information partitioning
by keywords is not compatible with the partitioning by control codes repre-r
senting need-to-know and security classification.

The next level of check is on the retrieval identifier (or file address) of
each information record described by the keyword. This requires the
identifier (or address of the information so a check can be made against
the usr's control profile to see If the retrieval Is allowable.
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from the actual data that in being protected, If either of these checksfails,

aceess to the'irtformation is not permitted, This is accomplished in each

case by a fail-safe design that requires proper steps to be taken (positive

action) before continuation is permitted. The retrieval system, once it has

the address of an object file, accesses the data base (bulk file) through the

IOCP and bulk file controller for the required information record.

At I/0 complete interrupt, the information in response to the request

is in high-speed memory. A hardware memory bounds check in the IOCP

on the transfer addresses assures that it is in its assigned input area,

Prior to release of this information to the user's program, the access is

logged and a check is made that the control code contained in the header

of the information itself is in the user's control profile. Another check is

made to ensure that the'information control code matches the control code

associated with the address contained in the information retrieval system

directory or file directory. Any hardware malfunction altering part of

.-these would be detected, and any undesired information release would be

prevented.

Output Processing to the Data Base

Output to the data base in the bulk file first compares the control code of

the data with the user's control profile to mee if the requester is permitted

* to make such an output request. If this check is sticcessfully completed,

the data is released to the information storage program. This program is

responsible for creating the informiation access keys and storing the data

in the data base. Memory addreis verification and memory bounds register

checks are also utilized by this program aa are the controls for IOCP and

the bulk file controller to ensure the integrity of the data being stored,
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Terminal Input Processing

k The user may enter any information he wishes from q ter•inaIl -unit. It..

is his responsibility to provide control code names to all logical records [
which he enters. An individual terminal unit (in a work station) will be as-

signed to only one user at a time. No other user's request will be serviced

through the same terminal unit until the first user has released the work

station by removing his user key and the other user has inserted his key and

satisfactorily identified himself at the work station. This is required to

assure accountability. In Appendix V the multi-user work station is

considered.

An input recod from a terminal unit (for example, read card or read console

buffer) is received in response to the user program making a programmeda

call on the I/O Processing service routine. The entry of information is

checked in the following manner to assure that inputs are associated with

the proper user. A memory area suffici.•nt for the input record is established

by the I/O i'rocessing routine and its bounds are included in the input descriptor.

Also inserted in this descriptor is the user key pattern expected from the work

station containing that terminal unit. When the descriptor is fully prepared it

is transmitted to the IOCP which executes the input to completion and returns

an Liput-complete descriptor (including the key pattern and unit identification)

with an interrupt, The ECP, in response to the interrupt, checks that the

input came from the expected unit and that the key pattern matches the one in

the user's controlprofile. The Converter security routine develops the control

code of the input logical record from the input control code name. The Check

Control Code security routine assures that the control code is allowed for

output to that user who entered the information. If this check fails, the en-

tered information cannot leave the memory (either to the bulk file or as

output to the user's work station) and the system has no use for it. If all the

above checks are passed, the input area is released to the user program by

making its area available to the user PRT.
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In the commonly used input technique of assigning two buffer areas to be

used alternately for input loading and input processing, completion of input

procesSing-fromone-ar-sa -by V!uur.-p a-i-. iti'wns-Thai -res for mre

input while information in the other area is processed, The control code

check is only required for the first physical record of a logical record

containing multiple physical records.

Terminal Output Processing

Output to a terminal unit includes two checks: the user's control profile

contains the control code of the data to ascertain that the request is per-

missible, and the security level for the terminal unit includes the security

part of the control code of the data to ascertain the equipment qualifications

for handling the data. The output program passes the descriptor of the

output request to the IOCP for executing the output.

Requests requiring prolonged processing can be left in process; however,

any output to a work station is withheld until the intended user is actually

at an output station and has properly identified himself. If the output is too

bulky for conveniently storing in memory, the appropriate I/0 service

routine will create a special file on disc or magnetic tape with the same

security protection by control code as any other file in the system.

Overlay Control
When the ECP determines that a user's assigned memory area(s) must be

overlaid for another user, or when a user program is finished using an

assigned area, the Memory Overwrite Check security routine of the ECP

Terminate routine will blank out the area and all registers, table locations,

etc., associated with it. A positive check on the blank-out procedure will
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be succeess!"u, ¢16~ 1.yulv aueresigning the area(s). This software

~~ I overwrite method in not an efficient use of processor time and is _recoi-I
- ....... .- dl fr systems that are input/output imited, An alternative

overlay method using a special descriptor was discussed in the IOCP des -

cription on page 50,

SAFEGUARDS ON THE ECP

Placing security protection trust in the ECP and its service programs

implies that they are vulnerable to alteration. Thus, safeguards are re-

quired on penetration of the ECP. ECP loading has been described earlier

in this section; alteration by system programmers and self-protection are

discussed in the following subsection.

ECP Alteration by System ProframminI

The system programmer may prepare and debug a program which will

eventually be used as part of the ECP or as a service program. This

program is executed in user mode and has a control code name indicating

its eventual purpose, Such a program will probably include privileged

instructions and attempted execution of a privileged instruction, will inter-

rupt the program. The ECP will interpret the interrupt, identify in that

user's control profile that he is permitted to prepare a program having

potential ECP or service routine use, and provide interpretative execution

of that privileged instruction using only unclassified information in response.

In order to use this unclassified information, it may be necessary for the

interpreter to 'qubstitute names or addresses from an unclassified record

for those used in the program. The system programmer, to minimize his

uncertainty as a result of substitution,should supply suitable unclassified

material himself. If the program performance depends upon control code

recognition other than unclassified, one can be selected from a simulated
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.............. ,,, �JA. •., ULMm1$1ed record for eachi muc simulated
control code can be included in the data base, These srimulated control codes
cin be chosen to have all distinctive security levels, and they can be Included in
each system programmer's user's control profile.

Upon the system programmer's satisfaction that his new program is ready
for addition as a part of the ECP or an a new service program, administra-
tive permission must be obtained from a system supervisor for inserting
this program. In order to include this program, the supervisor opens a
physical lock in the bulk file hardware. Within this unlocked compartment
is the. switch to release the write lock on the area of the bulk file in which
these control programs are kept. Also in this area is the switch to set (at
program write time) the execute-only flag bi on each word denoting control
program.

Thus, the supervisor decides and enters any n w control program only after
having been satisfied by the preparing system p ograrjmer that it does func-
tion as intended. To execute the new program, the write lock must be re-
stored, the compartment locked, and the program read into high-speed
memory with flag bit now properly set for execution as a cqntrol program.

ECP Self-protection

The ECP and its service programs are operated by using the set of tables
and directories (described in Section IV) which contain pertinent configuration
and work demand information for the user programs to be run. In addition,
a PRT is created for each user. The required tables are established by an
ECP service program which is executable in control mode only. When out-
side control mode, the integrity of the tables is preserved since only one
PRT for the current user is within the PRT memory bounds. All other
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tables and the ErP and service programs, an wall an all imemnry &rean

assigned to other user's programs, are excluded from the current user I
by nmemory bounds registers-, All memury- arei in thm tables privately

allocated to a user for data (or programs in some cases) are verified to

be unique to the user. This verification is accomplished by an indicator

in the memory directory available only to the ECP, Thus, the ECP cannot
be violated through indirect addressing via these tables,

CONTROL OF USER'S CONTROL PROFILES

Several service programs (the last five entries in Table 3) associated with

control of the user's control profiles have not been discussed in this single-

thread analysis of the operating system. These programs would fit into the

analysis as a special category of user jobs. The only qualification on these

user's programs is that they are service programs, executable in control

mode only, and labeled with control codes available only in the supervisory

user's control profiles. These programs perform the following functions

on or for the user's control profile:

1. create or change user's control profile,

2. create or change user's authentication data in the user's

control profile,

3. output user current security authorization (control profile)

to the supervisor, and

4. deactivate user's control profile,

Detailed descriptions of these tasks are contained in Appendix I,
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SUMMARY OF SOFTWARE RECOMMn.nnn Plfl PqWrrET??V 2 tYOt%?13 I

APPLICATION

The ZCP and amiociated service routines are considered as a representative

part of the control of any multiprogramming, multiprocessing EDP system.

The security augn-entations indicated in the "thin-thread" analysis are the

only parts properly charged as added costs for security control,

Table 4 contains a listing of the ECP routines which have been speci~ically

added to the ECP to perform socurity functions. Column 1 contains the

rname of the routines, column 2 is an estlrn.ate of the number of insfructions

r.Žquired for this routine, column 3 contains an estimate of tha number of:

instructions which will be executed each time the routine is activated, and

column 4 contains an estimate of the frequency with which tne routines will

be executed. The summation at the bottom of the table is for comparison

p.rposes and indicates that the security routineu represrmt a small addition

to the ECP. Of the total, less than ZOOl instructions are required as part of

the ECP resident in high-speed memory.

Table 5 is a list o! the tables specifically added to the ECP table require-

ments for security purposes. Column 1 contains the name of the table,

colurmn 2 is a description of the table contents and lists the assumed sizes

for a representative system, column 3 shows the estimated average table

entry sizu, estimated table entry totals are in ,olmvi' 4, and volumn 5

contains the total size requirements for the table. II. should he emphasizedI
that these assumptions are not based upon any actual system. The totaA

words indicated in high-speed memory is 0500 where the control code name

table is retained in memory. For smaller systems, this could be reduced
significantly by judicious selection of the most frequently used control codes

and their names for storage in high-speed memory, delegating the less used

ones to a backup table in bulk storage which would be called in as needed,
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Table 5. Tables Added to ECP for Security Pu1rposes

Other Memory Space Average Assumed Total
.for.Secuity Assumed in Representative System Rze Wor-s Number Word&

Control code name table 0. 75 word control code + 3. 75 word 5 1000 5000
average security and need-to-know
E'glish control code name, plus
0. 5 word

User control profile 100 control codes plus 20 words for 120
authentication information and user
key pattern

Total users (in data base) 50 6000
On-line users (in high-speed 16 2000

memory)

System user table I word for key pattern plus 1 word for 2 50 100
control

Control code on all I word header addition per record of I
records, both data block average length 250 words

a&nd program segment (in data base) 105 105
(in high-speed memory) 103 103

Security field of IOCP 100 terminal units, space for 2 2 200 400
descriptor descriptors each; extra fields include

control code, key pattern, redundant
bounds

i/

Taken together, the software additions represent a modest increase in the

control overhead required for program execution and in the sixe of high-

speed memory desirable to minimize the increase in response time to an

on-line user'R program because of security checks.
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SECTION VI

IOCP PPLICATION FOR SECURITY CONTROL

In order to demonstat coto finut/outpt operations through the input/output

control processor IOCP), four distinct information flows having different security

checking requirements exist. Both input and output are considered with terminal

units and bulk files, via the bulk file controllers. The IOCP receives descriptor

commands prelp red by a Processor in the control mode, while executing an EC?II Sior an 1/0 service routine. Descriptors provide control for security checks,

high-speed minory addressing and bounds checks, and peripheral unit connection

and selection. Returned descriptors indicate to the ECP the unit status at ter-

mination of an I/O action by either normal completion of record transfer or error

condition. Record transfers are checked within the IOCP for maximum security,

The security control afforded by the IOCP is, in large measure, redundant to that

provided by the ECP and service routines. The IOCP provides assurance against single

hardware errors since the security checks by the processor are repeated in the IOCP.

INPUT FLOW THROUGH IOCP FROM BULK FILE

When a program require@ a record input from the bulk file, a series of checks

is performed on the record by the ECP, the IOCP, and the bulk file controller,

before the record is released to the program in memory. With Figure 7 as

a guide, the following is a block-by-block description 6f the checks performed

on an input record coming from the bulk file.
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Beginning at (1),in Figure 7, the ECP inform,6tion retrieval roatine provides and s Ats

up the size, control code, and file address of the desired record. This information is

processed (2) by checking the control code from the retrieval info.-mation with the

requestor's user control profile, If the control code is not found, an illegal requestI. alarm (A) is activated and access is denied. If the control code is -found, an

E CP routine is called (3) to assign an input area for the •dco'rd and preparel the

IOCP descriptor with the bounds for the input memory arei, the file address, size,

and control code for the desired record. This descriptor is passed to the IOCP,

where it is stored in the unit contiol word of the I/O memory (4). The IOCP selects

the buffer for the bulk file controller and passes the address of the record (5). The

bulk file controller verifies the address (6) and initializes the sequence control by

holding the address in the sequence register and reads the data of the record (7).

The data and the verification of the unit identity are accepted by the IOCP (8). The

first part of the data contains the control code of the record. This control code is

compared (9) with the control code from tine jýreviously stored descriptor. If they

differ, an error interrupt (9A) is generated and an illegal access alarm (9B) is

activated, which terminates the operation before any user access to the data is

granted. If the control codes are the same, the verified unit (10) identity is corn-

pared with the identity of the unit contained in the previously stored descriptor.

If the units differ, the action is the same as (9A) and (9B) described above. If the

units are the same, the memory address (11) is formed from the descriptor and a

memory bounds check (12) is performed. If the acceds A out-of-bounds, action

is the same as (9A) and (9B) described above. If the address in in bounds, the

address in passed to memory (13), followed by store data (14). The IOCP checks

the size field in the descriptor to see if the input is complete (15). If so, an input

complete interrupt (24) is generated and the ECP services this interrupt by checking

for the presence of an end signal (25) and that the control code in the first word

of the record is present in the requesting user's control profile. If either is

improper or absent an illegal access alarm (26A) is generated and access is denied.

If both checks passathe record is re~eased (27) to the user's program by placing

its area in the user's program reference table entry and making it available. This

completes the input operation.
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If the input is not complete (15), the memory address and the record size field are

updated (16) for the next access. The IOCP (17) selects the bulk file controLler

for the next access. The bulk file controller (18) selects the desired file unit,

Lonnects to the desired file and verifies the conne,:tion, and reads the next data

of the record-(19). If this data does not contain a sequence control word (20), it

is passed to 1OCP (23) as described below,

If this data contains a sequence control word (20), the bulk file controller checks

the control word (21) to see that it is the one expected. If not, a mislinked Inter-

rupt (21A) is generated by the IOCP and an error alarm (21B) is activated by the

ECP, which desires further access. If the sequence indicator is proper, an end

physical record signal (22) is generated for checking (25) that the end of the

physical record is the sarre as memory requirements call for. The data with the

verification of the unit identity is passed to the IOCP (23) where the unit identity

is verified (10) as described above. At this point, action continues from block (10)

in a programmed loop, until successfully reaching block (27),as described above,or

until encountering an error exit which terminates the operation.

OUTPUT FLOW THROUGH IOCP TO BULK FILE

When a program requests to output a record to the bulk file, a series of checks

is performed on the record and data flow by the ECP, the IOCP, and the bulk file

Controller, betore the record is put on the bulk file. Using Figure 8 as a guide,
the following is a block-by-block description of the action performed in the output

of a record going to the bulk file.

Beginning at (1), an ECP routine checks the control code of the record with the

user's control profile. If the control code is not found in the user's control profile,

the output is not allowed and an error alarm action is signaled. If the control code

is found in the user's control profile, the ECP routine (2) is called to prepare the

IOCP descriptor with the bounds of the output memory area, the file address,

size field, and control code of the record. This description is passed to the IOCP,

where it is stored in the unit control memory (3). When the bulk file controller

is free, it is selected by the IOCP (4) and the unit and file identýfication is passed

to it. Blocks 5 and 8 represent the bulk file controller verifying the bulk file
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unit identification, Woading the sequence register with the file starting address,

and passing the unit address identification (and write lock-out signal when appro-

priate) back to the IOCP (7).' If there is a write lock-out signal (8), an error alarm

(9A) will b4 activated.. If not, th.e unit verificaticn signal (9I) 1- oompi-r~e .with .the

original unit requested. If they are not the same, an error alarm (9A) is activated.

If they are the same, the memory access address (10) is formed from the previously

stored descriptor and a memory hounds check ý 11) is performed. If the access is

out of bounds, an error alarm (9A) is activated. If not, the first data access is'

made (including control code (12)) from the high-speed memory, and stored in

the IOCP buffer register (13). Block 14 checks that the security part of the control

code of the data accessed in no higher than the maximum security classification

allowed for the terminal equipment. If the equipment is not permitted to process

this data classification, an error alarm j14A) is activated and access is denied. If

the equipment is permitted to handle this data classificatfon, the control code (15)

of the data accessed is checked with the control code from the descriptor previously

stored in the I/O memory for the unit. If they are not the same, an error alarm

(14A) is activated and access is denied. If they are the same, the unit is read

from the I/0 memory (16) and the input unit buffer paired witb the output unit

buffer (17) is selected. The identity for the requested unit is checked with the

identity of the unit in the original descriptor (18 and 19). If the units are not the

same, an error alarm is activated for hardware malfunction (19A). If they are

the same, the current data area is released to the bulk file controller and the

address for the next memory access is updated (20).

The data is stored in the bulk file controller's buffer (21). The bulk file con-

troller passes the data to the bulk file (22) after verifying its address, and then the

bulk file controller checks to see if a sequence word should be inserted (23). If

so, a sequence word is sent to the bulk file (23A), and an end of physical record

signal is sent to the IOCP. If this is not the time for a sequence word, control is

passed directly to the IOCP.

If the output is complete (24), an output complete interrupt (28) is generated which

initiates ECP action (29) for servicing the interrupt. If there is more output, the
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in memory (0) and stored in the IOCP data buffer register (97). At this point,

Action .o.ttiOU69 from block (18) in a programmed loop, until successfully reaching

block (29) as described aboveor until encountering an error exit which terminates

the operation.

INPUT FLOW THROUGH IOCP FROM TERMINAL UNIT

When a user inputs a physical record from a terminal unit, a series of checks is

performed on both the user and the data by the ECP and the IOCP before the data

is released for the user program. Guided by Figure 9, the following describes the

action performed on the Input coming from a terminal unit through the IOCP to
memory, commencing with the user firit identifying himself to the ECP as desiring
permission at a work station,

Beginning at (1), the user inserts his identification key in the key pattern generator

terminal unit, activating the work station. This action creates an interrupt (2)

from the work station wo the IOCP which enables the reading of the key pattern (4) from

the work station into the IOCP and stores the key pattern in the IOC? unit control

word of the I/O memory (5). The IOCP then generates an interrupt (6) to main

memory (the ECP) which requests the IOCP to identify the unit and user (7), causing

the original interrupt. The IOCP responds by passing the key pattern and unit

address (8) to the ECP (9) which stores the information and interprets the key pattern

to find the corresponding user's control profile. If the user's control profile (10) is

not open to the system (original activation of the work station), an authentication

process (10A), probably involving a special I/O, in activated to authwnticate the user

(10B). Successful completion opens the User'e control profile (10D) to the system

and returnw control to (2) as described above. If the user falls to respond properly

to the authentication routine (10B), an error alarm (l0C) Is activated and access

to the system is denied.
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If the user's control profile (10) is open to the system, the ECP continues processing

by allocating a memory area (11) for the input and setting up a descriptor con-.

taining the address and size of the assined memory area. The previously ,stnmral

unit identification and user's key pattern in passed to the IOCP where It is

atted In the unit control memory (12). The IOCP again requests the user'$ key
pattern (13) from the unit, After key pattern return from the selected unit (14), it

is compared with the previously stored unit and user's key pattern (15). Any dif-

ference results in an interrupt (15A), which is interpreted by the ECP to be a

hardware malfunction (15B) and the process is terminated. If user's key pattern

for the unit is the same as previously stored, the IOCP requests the unit to send

the input data (16) which it does (17).

The data is first stored in the IOCP unit input buffer (18). It is transferred to the

data word for that unit in the I/O memory. When this data word is full, the as-

sociated control word furnishes the memory address (19) from the previously

stored descriptor, and verifies that it is within the memory bounds (20). If not,

the ECP interprets an IOCP interrupt for either illegal access request or hardware

malfunction (20A) and the processing is terminated. If the address is in-bounds (20)

the data is stored in memory (22). When this input record is complete (23), an
input complete interrupt (27) is generated for an ECP program to take appropriate

action (28). Otherwise, the IOCP updates the memory address (24) and the size

field for the next access. A check is now made (25) to see if the allocated memory

area has been completely used up. If it has, the IOCP requests (26) the ECP to

allocate more area and controlproceeds.from block (11) as previously described.

If there is sufficient memory, control Is passed to block (13) as previously described.

At this point, action continues in a programmed loop, until input is complete (28),

am described above or until encountering an error exit which terminates the operation.

OUTPUT FLOW THROUGH IOCP TO TERMINAL UNIT

When a program requests to. output a record to a terminal unit, a series of checks

is performed on the record and data flow by the ECP and the IOCP, before the

record is released to the terminal unit. UsingFigure 10&s a guide, the following is
a block-by-block description of the actions performed on the output of a record

going to a terminal unit.
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Beginning at (1), an ECP program compares the control code of the record with

"the user's control profile, If the control code is not found in the user's control

profile, an illegal access error (7A) is activated and the output request is denied.

If the corresponding control code is found, an ECP program (2) sets up the output

descriptor !or the IOCP containing the memory address, size field, control code

for the record, and the unit address and key pattern for the output device. This

descriptor is passed to the IOCP where it is stored (3) and used to select the key

pattern generator terminal unit (4) for the destination work station in order to

identify the user.

The selected terminal unlt sends its key pattern output (5) to the IOCP where it is

stored in that unit's data word in the I/O unit control memory (6). When all is

present, it is compared (7) with the previously stored descriptor information. If

*• they differ, an error interrupt (7A) is generated for the ECP and further access is

* denied. If the unit and user are the same, the memory address (8) is formed in

the control part of the buffer register from the descriptor for that unit, and the

memory bounds (9) are checked. If the address attempt is out-of-bounds, an error

interrupt (7A) is generated for the ECP and further access is denied. If the access

address is in-bounds, the first data word (10), which includes the control code, of

the following record, is passed to the IOCP data part of the buffer register unit.

The maximum security level allowed for the output unit (11) is checked with the

control code of the record to see if the terminal device is cleared to handle this

security classification of information. If it is not, an error interrupt (12A) is

generated for the ECP and further access denied. If it is cleared, the control code

of the record (12) is compared with the previously stored control code in the descrip-

tor. If they dre not the same, action is taken similar to (12A) as described above. If

the control codes are the same, since control codes are not externally used, the

unit data buffer is cleared, the memory access address and size fields are updated,

(13) and the address is bounds checked (14). If this access is out-of-bounds, action

is taken similar to (12A) as described above. If the access is in b6unds, the next

data (15) is transferred from memory to the IOCP data buffer register (16), and

S•the identity of the unit (17) is read and compared with the unit identity (18) pre-

viously stored in the descriptor. If they are not the same, an interrupt is generated
S" ~111 i
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for ECP to take appropriate action for hardware malfunction (18A) and the operation
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memory access are updated and the data in the IOCP buffer register in released

to the terminal device (20).

When output is complete (21), an interrupt (22) is generated for the ECP to take

necessary action for output operation complete (23). If the output is not complete,

control in passed back to block (14) as described above. At this point, action

continues in a programmed loop, until successfully reading block (23) or until

encountering an error condition that terminates the operation.
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SECTION VII

SECURITY TECHNIQUE RETROFIT APPLICATION

In order to determine the feasibility for retrofit of the recommended security

techniques to an existing data processing system, while at the same time mini-

mizing cost and the possibility of revelation of other proprietary interests to

Burroughs, the Air Force technical representative agreed that the Burroughs D825

be used as representative of an advanced but current system.

The D825 is an existing multiprogramming-multiproce sing system which is in

use by all three military services. The Air Force application is the 416M BUIC

system. It has many of the features recommended in this report.

The principal modules of the data processing system are the computer module, the

memory module, and the input/output control module (IOCM). A memory exhalgle,

distributed among the computer modules and IOCM's, is provided for communication

with the memory modules. At least one computer module and one IOCM are required.

The combined totai of computer modules and IOCM's is limited to five modules,

10 or fewer memory modules may be used.

COMPUTER MODULE

Both user (normal) and controJ mode are available, indicated by the state of a

single flip-flop. Setting for control mode is achieved only by an interrupt
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occurring while in user mode. Control mode entry initiates the executive program

(the automatic operating and scheduling program). interrupt response stores job

condition information to permij/resumption of the user's Job, performs a prodo.

termained sequence of operations to service the interrupt, and restores user

mode for some user program execution after the interrupt service is completed.

The interrupt system is implemented with an interrupt register and interrupt

masks. Twelve types of interrupts are standard, two are spare. The highest

priority interrupts are automatic, bypassing the interrupt register; they are

primary power failure and real time clock incrementing. Ten interrupts use the

interrupt register. Four of these may be masked to prevent recognition by a

particular computer. External requests from terminal devices are also recog-

nized through the interrupt register. Each computer has 16 external request

lines, over which communications needs are indicated from terminal units. An

accepted interrupt initiates control relative to the interrupt address register

which points to the base address of the table of starting locations of the interrupt

response routines. Interrupt response is always initiated by reference to the

entry Ln this table corresponding to the highest priority interrupt condition

unserviced.

Flag bits are not used in this system; their retrofit is a major system change

involving either increased memory stack size and major timing and control changes

in all modules, or reduced memory word size (say 7 instead of B characters) using

the 8th for the flag bits with comparable major arithmetic and control changes

primarily in the computer module. Replacing their function for control of exe-

cution or alteration of the control program could be partially achieved by coupling

access to certain memory modules to being in control mode. This is not totally

satisfactory since the service programs must be loaded on an overlay basis and

t.us, the I0CM must be able to write into these dedicated memory modules.

Privileged instructions, only executable in control mode, include loading the mem-

ory bounds register, the interrupt mask register, and the interrupt address register;

interrupting another computer; returning from control to normal mode; halting

a computer, and directing input/output command descriptors to the IOCM.
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or output to a peripheral unit. It transfers data between a memory module (via

the memory exchange) and one selected peripheral unit (via the input/output
exchange). Th•i,' operaticn ta!kcz ~iSplaca ccncuinLly wi1h, and andepen ent of, a

j computer operation. The connections into the exchanges use switching interlocks

contained within the 10CM itself. The control function of the interlocks is passi'e

in the absence of conflicts and is fail-safe -- it is bypassed if the IOCM is disabled.

To provide memory bounds verification, an additional register, comparator, and

necessary controls must be added to the IOCM. An additional descriptor is

required to set the bounds, since there are not sufficient unused bits in the pie-

sent one-word descriptors. Alternatively, two words could be accessed per

descriptor. An 8-bit address precision on the bounds would require 14 cards.

The addition of single word precision would require 24 cards.

To implement the security compare for inputs, each such device would be treated

as two-way, The input would be compared character-by-character with an "Output"

from memory providid that a comparator has been added to the IOCP. Key pattern

comparison of the control content of one memory word against the control code

head of a physical record is less readily achieved. It requires a buffer register

to hold the entire control code, and a character-by-character comparator, plus

* an additional descriptor. The additional hardware would be 17 cards.

SThe addition to the IOCM to provide a 2-bit m axim um security level check for
each of the 64 post Ible connected terminal units could be implemented by a wired

matrix with terminal unit selection on one coordinate and the unit maximum

security level available on the output of the otner. This output is compared

against an added security indicator in the expanood descriptor. Fourteen ad-

ditional cards would be required to implement this check.

These hardware modifications represent major changes to the IOCM which would

probably require complete redesign,since the proposed additions exceed the

amount of physical space available.
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One pair of memory bounds registers is provided per processor which is used as

r.*ad-ofily and guards against attempts to write into the included block while in

user... :,),,,,, ,,;jfLhz uf ihe pair is 8 bits, allowing partitioning of
L word..:.:.. ~ the 64K memory With precision of 258 words,.....

In order to add the other two tyres oa memory bounds registerw with the same

precision, 16 ca&ds* are required. Since only one Address at a time .is

developed, sha~ring the single pair of comparators already present among the

three pairs of memory bounds registers is assumed,

In order to allow one word precision bounds registers with i1 bits each, 34 ad-

dit 4onal cards are required.

In order to mak.e the mode flip-flop fail-safe, one additional cat d io required.

There is ample space for these alterations within the computer m'odule.

MEMORY MODULE

Each memory module contains 4096 words of 49 bits each, including parity. Parity
i3 stored and read, not checked, When a word is read, parity Is checked by the

receiving computer module or IOCM. Addition of parity checking applied to each

12-bit syllable (adiress or data) used for external parallel communication

requires five additionalcards. The parity comparison would be checked on input

receipt as well "s memory read.

INPUT/OUTPUTT CONTROL MODULE

The IOCM is a limited purpose processor, It is driven by instructions contained

in descriptors prepared by a control mode program executed in any computer

module &nd received via a memory module. The IOCM controls any type of input

A. card contains approxi.nately the same components as 4 equivalent flip-flops.
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Two IOCM's are included on separate racks in one physical cabinet. They share

the switching interlock circuitry which is placed on one of the racks, thus, leaving

thirty-six additional card spaces in the more enwrma riek.

SWITCHING EXCHANOES

The switching exchanges are organized about the receiving module; thus, no in-

formation intended for other modules is ever electrically received by an ineligible

module. Consequently, a module may be placed in an off-line status and released

for maintenance to personnel with a lower security clearance than the security

classification of the information being processed in the adjacent on-line modules.

A group of modules may even be placed off-line and operate& together P s a sep-

arate unit.

The physical grouping of cabinets consists of a single line with cabling routed

through the sides to adjacent cabinets. Coaxial cabling between modules in non-

adjacent cabinets is run through the intervening cabinets, which are used merely

as cable troughs; no electrical connections are included. This design minimizes

cable lengths and electromagnetic radiation.

There is normally no maintenance requirement for observation of signals on any

cable other than for those actually used by the module, even though these are

physically accessible. It would be possible to provide a separate cable trough

- between non-adjacent modules to eliminate this opportunity. Unless the cabinets

are physically segregated it appears that administrative control is required over

maintenance personnel access to cabinets; therefore, external cable ducts are

not recommended.

The software techniques for system security control recommended in this report

are directly adaptable to this modular system. Its automatic operating and sche-

duling program (AOSP) has been used as apatternfor the basic features suggested

for the ECP. In this system, dynamnic memory allocation is done by the AOSP for

a job by allocating objects as requested. Data and program areas are lieparated.

Each area has a base address register.
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Other objects necessary but not currently within these areas are readied by

macro calls on the AOSP. Multiple users may share comrmon programs onerating

with private data areas. Programmed lock-outs of access to data objects are
achieved by software. A program may request the AOSP to ldlk-6ut all- other

users from a data object, The inclusion of additional hardware memory bounds

registers would provide positive control of this capability.

The AOSP coordinates and controls all input and output operations. Programs

make macro requests on the AOSP for i/0 operations. Control type I/0 macrort

exist in which a program can request exclusive use of a terminal unit •" fMle by

being granted control of its staWls,

The AOSP provides fail-safe recovery control of detected errors on malfuncti(ns,

tising the interrupt system as initiator.

11
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SECTION Vill

EVALUATION OF ALL SECURITY

TECHNIQUES CONSIDERED DURING THE PROGIMM

In the course of this study program, many possible techniques applicable to

data processing systems were considered for security control. A system of

hardware and software self-checking techniques was selected as offering the

best assurance of fail-safe data processing of classified information within

the constraints of present and future data processing system development.

At the same time these techniques permit sufficient user flexibility so that

he can perform his job effectively and efficiently. For the future, modular,

multiprogramming, ,multiprocessing systems can include many of the cur-

rently recomr ended software techniques as part of the hardware design.

Such techniques as memory bounds registers, locking of flag bit setting

access, "and bulk file content checking will both reduce system operation costs

and provide a data processing complex best suited to the growing needs of the

intelligence community.

Not all of the techniques studied during the program, however, were felt to

be necessary for inclusion in the recommended system. Tables 6 and 7,

therefore, summarize the hardware and software techniques studied, their

essential applications, and their advantages or shortcomings. A page

reference appears in the table with each of the techniques which were thought

important enough for discussion within the body of the report.
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APPENDIX I

SECURITY ROUTINES

The software routines described here are those which are added specifically for

security control to an electronic data processing system operating under the

envisioned executive control program. Mopt control programs have security

violation implications if they malfunction. However, their designs are not unique

to security protection, but are required for operation of the syatem as described,

and thus are not detailed here.

The tollowing rou-ine descriptions are machine-independent and assume only

rudimentary instruction processing capability packed one instruction per word

for the memory space estimates.
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I
NAME: ECP LOADER

ABSTRACT: Check routine to ascertain the ECP was correctly loaded.

PROGRAM DESCRIPTION: This routine is an instruction by instruction compare

of the ECP. It is automatically activated after the ECP has been loaded

in duplicate by separate I/O channels, from-separate disks Into separate
memory modules.

MEMORY REQUIREMENTS: 10 instruction loops plus temporarily duplicating

ECP.in memory (typically 8,000 words).

INPUTS: A duplicated ECP loaded into separate memory modules.

OUTPUTS: Either blank out the duplicate ECP and continue the ECP functions,

or halt on error condition and reload the ECP.

LOGICAL FLOW DIAGRAM:

Enter

Set 
up

s t a r t -st o p 
_ Y e n

address 
Increment

of l ist ECP 
addresses

of 2nC No L s

entries N ro

• tYes

/Subroutine to

Sblank out

Sduplicate ECP/
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NAME: CHECK PROCESSOR MEMORY BOUNDS

ABSTRACT: To set and test the setting@ of memory bounds register.

DESCRIPTION: This routine sets and then tests the setting of memory bounds

registers by both out-of-bounds access attempts and in bounds but wrong

access type yielding executed alarm interrupts.

MEMORY REQUIREMENTS: 80 instructions.

INPUT: Allocated memory block use type, low and high addresses.

OUTPUT: Memory bounds registers properly protect memory 'lock, or error

alarm.

LOGICAL FLOW DIAGRAM:

A

Enterad
and writes e

type

Load high and 4 No
low bounds
registers Enter

usse maed#

Enter Write
user An bounds

mode

Address0
below Error Interrupt
bounds l

yes

Interrupt Er rorl

N Exit E..t e
Entr

usser mode

Execute a
Addrss nstruction" in
above oundsbounds

No

Interrupt Error

A Exit
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NAME: MEMORY OVERWRITE

ABSTRACT- To blank out memory and check to see that it was blanked out.

DESCItIPTION: When a user releases a memory area or after memory realloca-

tiaiU, hl's routine blanks out the memory area and checks to see that the

area was blanked out. *

MEMORY REQUIREMENTS: 20 instructions.

INF3UT, High and low addresses of the memory area to be blanked.

OUTPUT: Continue processing. or error.

LOGICAL FLOW DIAGRAM:

[Enter~

._.__._. Store A
S... .. iin field

Load A
with blanks

S< Fejieo AError

Set up STARTYeIand STOP limitl
address J---

addre Increment fi.eld

' address

*The same thing can be accomplished by using the IOCP as described in

another section of this report.
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NAME: SELECT USER CONTROL PROFILE

ABSTRACT: To furnish the correct user control profile as required.
DESCRIPTION: This routine compares a user key naft.orn w4th en÷.-',: In t.

system user table and, on finding a match, extracts the corresponding address
AI for the user control profilo Wid brings it into memory if not present.

MEMORY REQUIREMENTS: 20 instructions.

INPUT: User key pattern or identification, system user table, subroutines for

user authentication and Input as required.

OUTPUT: User control profile available in memory or error condition.

LOGICAL FLOW DIAGRAM:

S this entry inconro profilei,-" authenticationi

No Yes
Increment Extract user

Itable [control profile
address address from

1table

TablelimitSubroutines
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NAME: CONTROL CODE CHECK

ABSTRACT: To verify that the control code of the record is in the user control

profile for the type of action requested before giving user the requested

access.

DESCRIPTION: Compare the control code of the record with the control code list

for the access type in the user control profile. If there is a control code

match the request is allowed. If not, the request is denied.

MEMORY REQUIREMENTS: 20 instructions.

INPUT: User control profile of calling user, control code and access require-

ments of the record.

OUTPUT: Either continue processing or error alarm if control code is not present.

LOGICAL FLOW DIAGRAM:

Enter

Bound thin type
access part of user
control profile

Load the control
code of the
record

1 4u0er control Ext

SIncrement '

L 

ddress 

for
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NAME: CONVERTER FROM CONTROL CODE NAME

ABSTRACT: To convert a control code name to the corresponding control code,

* .or to assign new control code as appropriate,

DEr,"RIPTION: This routine searches the control code name table for a matoh ofI,. ,- ... ......... . . .RP otT, c._.._•dm. , na.• . -U a. m- t• h •s fo;in4 -iii .• re~ip ndln . •- "

trol code is OUbatituted. If not, and the user is a supervisor , a new entry

is established in the table and a now control code is assigned and used,

S~otherwise an error condition exists.
MEMORY REQUIREMENTS: 50 instructions.

INPUT: Control code name and control code name table.

OUTPUT: Control code for the control code name and an updated control code

name table if appropriate.

LOGICAL FLOW DIAGRAM:

Enter

SCCN table No

SI I to next

Exan ratrat paIprtoCC
thf irso from -C CanN Y

table inet ntal
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NAME: DEACTIVATE USER CONTROL PROFILE

ABSTRACT: To indicate the user control profile is closed to the system.
DESCRIPTION: After a user has closed his work station (removed him kvy) an

- interrupt signal is generated. This routine identifies the user last

tables and resets the op6'*a indicator to indicate that this user control
profile ts closed to the system.

MEMORY REQUIREMENTS: 25 instructions.
INPUTS: Interrupt descriptor containing user key pattern, and the system users

table.

OUTPUTS: Closed entry in the system ujers table.

LOGICAL FLOW DIAGRAM:

Enter i

Bound area Re atr es efor system Ky pattern Ys open Indicator
uset~hl I thi.s entry'. for- user irn

address for Ei
next access

, .•No Table
limit?
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NAME: ACTIVATE USER CONTROL PROFILE

ABSTRACT: To indicate the user control profile is open to the system.

DESCRIPTION: After a user has been identified and authentlqated to the systemo
• = = • : ........ l, -- gpte•n -ld esat r-An • ~ • • • ' t • '• • t ' u: = = :

usor 6ontmol or•bfle it 604n to thi s1ystem. ' m
MEMORY REQUIREMENTS: 100 Inustruetions plus a table containing one entry

per user of the system.

INPUTSi User key pattern and the system users table.

OUTPUTS: Activated entry in the system users table,

LOGICAL FLOW DIAGRAM:

Enter

Authentication
subroutine

Ii
Set open indicator for
user in table

Exit
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NAME: CONVERTER TO CONTROL CODE NAME

j ABSTRACT: To convert the control code to the control code name.

DESCRIPTION: This routine searches the control code part of the control sorl.

name table for a match of the input control code. If a match is found the

i " ~exists. ,

i MEMORY REQUIREMENTS: 30 Instructions.

INPUT: Control code, and control code namý table.

SOUTPUT: The control code name corresponding to the input control code.
LOGICAL FLOW DIAGRAM:

Enter

ZI //
Set up index
register for ' Load part ofCCN table , ---- control code

•name

m a c y esutput areal

Increment address Cml
~~~for next CCN CNEi

table accessa
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ABSit~.r-fE -ts .- z :ar uiitiicrt u thrzain to the supervisorV

L I 5MOTO? Ti[ roii oupyts a -user identification an th otrlcd

namesx corresponding to control codes by use in a user control profile5 to

the respornsible supervisor.

INPUTS: User control profile, control code-control code name routine,

output routine.

OUTPUTS: Control code names corresponding to a user authorization.

mEnter

set up control
code for

UoroIt conversIion

profile
control 

itt on
conver cont rol

soond code to central
ouatput area code name

INto toot SNore centrol code
Idem1flestion nMeLM in output are
in output area

storetypeincerment aiddo 'ie

:Aro i ouputtor flout atob

to -4I



NAME: CREATE OR CHANGE USER AUTHENTICATION DATA
ABSTRACT: Change users response required in the authentication procedure.
DESCRIPTION! 'hl %SAW...m U1011 1 U. entry response required in

the authentication procedures by forming a table of the required response.h ni* svielected u•i' bopnti'o p-oile,.
MEMORY REQUIREMENTS: 80 instructions.
INPUTS: User control profile, input routine, and new authentication information,
OUTPUTS:' User control profile containing updated authentication information.
LOGICAL FLOW DIAGRAM:

/E

L Enter

Bound authentication
area of user control
profile

f
r hangee informationI •Clnto bounded area/
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NAME: CREATE OR CHANGE USER CONTROL PROFILE

DESCRIPTION: A supervisor's routine for entering those control code names

which he authorizes for a'user and forming the user control profile control

code lists.

MEMORY iEQUIREMENTS: 100 instructions plus input area and area for user

control profile.

INPUTS: User key pattern and authentication information, supervisor's user 4.on

trol profile, desired control code name list each with access type, converter

and input subroutine.

OUTPUTS: User control profile.

LOGICAL FLOW DIAGRAM:

enter Suboutine

convert control
code name to

n acontrol, codeBound area
for user

control
profile Starting Incromanaddress of tOh t

supervisorsi I / I :- tr

Subroutine
bound input
area and read
control Codename N

ye yes

Store in read Starter in read- write
i only area of [area of kiser controluser control profile profile

LAWc lncre4nt for

Z sitl SSe
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NAME: INSERT SECURITY FIELDS IN IOCP DESCRIPTOR

ABSTRACT: To set up I/O descriptors for the IOCP.

DESCRIPTION: This routine inserts the control code, memory bounds, and user

key pattern in the i/U descriptor an required.

MEMORY REQUIREMENTS, 20 instruotions,

INPUTS: Control code or user key pattern, redundant memory size description,

unit, use, user, memory area, and file address.

OUTPUTS: Completed I/O descriptor.

LOGICAL FLOW DIAGRAM:

Enter

'Load A, with
size; high and
low memory
addressLodAoaA

; - - -i 'w ith u se r w ith file
•key * pattern ?address and

'. ; ,,1size

Store A
in descriptor

SdStr A Store ASin descriptor in descriptor

i
twith record

Yes control code

oI

in de-,criptor
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NAME: CHECK USER AT INPUT-COMPLETE
ABSTRACT: To verify the o riLInatina-user in tho ms,•A +in^ e. ,....-..,• .
DESCRIPTION: This routine compares the unit and user key pattern furnished

by the I/O cOmplete descriptor with the unit and user key pattern stored
from the original request. If they are the same, processing continues.
If they are different, there is an error alarm.

MEMORY REQUIREMENTS: 10 instructions.
INPUTS: Originating and terminating descriptors containing user key patterns,

and unit identification.
OUTPUTS: Either processing continues or error alarm.
LOGICAL FLOW DIAGRAM:

Access original
descriptor for
same unit as
terminating
dese riptor

1Error
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APPENDIX II

ALARM ASSOCIATED WITH PRIVILEGED INSTRUCTIONS

In a processor system without a control mode, the effect of the privileged instruction

can be achieved by providing a security macro - a sequence of instructions pre-

paring for execution of the/privileged instruction. This macrosequence must be

entered at its beginning, and processed in its entirety so that any necessary pre-

r equisites for a privileged instruction will assuredly be fulfilled. If at any step

in this macrosequence a deviation is sensed, an error alarm is given.

Letthe set of instructions available in a processor be separated into four types:

N: Normal

P : Privileged

U A unique instruction in its state context (may be type N)

T : Turn-off alarm.

Consider that the system normally operatep with an, alarm on. Figure I1 indicates

the desired conditions in diagram form. Any user program can use normal in-

structions without consequence. A unique call for a security macro occurs by

transfer (or indirect address) into a trap area of memory.

This entry point is the only one allowed for a security macro, as it initiates a

unique predecessor - successor program sequence culminating in a turn-off

alarm and privileged instruction execution.

/
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USER MODE I CONTROL MODE

ALARM P ALARM

ON /OFFN

U UQU

TP TURNOF

} u • ............. ...... . ,

STEPS IN SECURITY CHECKINGuto
INSTRUCTION TYPES

N :NORMAL

P :PRIVILEGED

U :UNIQUE

T TURNOFF

Figure 1 1. Fail-Safe Privileged Instruction Execution
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Note that only one privileged instruction is executable with the alarm off, since

its execution restores the alarm, Note also that any other instruction executed

will give error. This in a form of fail-safe design using a combination of hard-

Wa' ;ri aild rs5oware. Th error sate is terminal in this diagram, since appropriate.

corrective action in response to the errors is not being described.

The logic associated with security macros for fail-safe privileged instruction

execution can be summarized into the following performance conditions. Any one
of the alternatives is sufficient when present.

1. Entering a security macro:

a. Addressing from a program sequence outside a security macro

into the trap area of memory reserved as starting locations for

security macros.

2. Stepping to the next instruction with alarm enabled:

a. Executing a normal instruction outside a security macro;

b. Addressing into the trap area to enter a security macro; or

c. Within a security macro, fetching for execution the unique

instruction allowed by the macro at this point.

3. Disabling the alarm:

a. Executing a unique "turnoff alarm" instruction in a security macro,
4. Enabling the alarm:

a. Executing a privileged instruction, .

5. Error alarm:
a. Fetching a privileged instruction for execution from anywhere

but its proper place in a security macro (I. e., with the alarm on);

b. Fetching any instruction for execution out of order in a security

macro;

c, Fetching the "turn-off alarm" instruction for execution outside a

security macro; or

d. The alarm remaining disabled for more than one instruction.

Figure 12 shows a functional diagram of an independent security macro box which

provides multiple security macro protection by add-on retrofit to a presently 1 5I
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designed computer, This box includes a macro memory. It also includes input

gates and an address register and decoder to select the proper instruction and

neceesary ti ttt , d&vivrsi, and sense amplifiers to read an addressed word. The

accessed instruction enters an instruaction. roA0itUr from which a -oowipgraetr -

tkiiihis it against the instruction from the present computer when in a security
macro. The logic conditions previously described are used as gating to control

the alarm, to determine when security macros are being processed, and to in-

dicate when privileged instructions must occur. A privileged instruction detector

is also required to give error indication at out-of-place occurrence. A trap ad-

dress detector is used to initiate control and select a particular security macro.

Required signals from the present computer are the program address (from input

gates to the address register or the register output itself); the fetched instruction

(from input gates to the address register or the register output Itself), and timing

signals to indicate the presence of the above. The two principal signals may be

time alternated in many computers, and may even pass through a common register,

in either case, simplifying the compatibility problem. Ignoring any combination

and assuming a 15-bit address, a 12-bit instruction code, and a 2-bit timing con-

trol, a total of 29 signals are sampled.

At least one (and preferably two) outputs of the security macro box to the present

computer is required to indicate error (and desirably continue permission). The

"turn-off alarm" instruction may be an "NOP" taken in context of the security

macro if no unused order codes are available.

For the estimated system Interfaces, the logical component estimate is 400 equiv-

alent flip-flops plus a wired memory of 48 cores, sufficient for 1028 instructions in

security macros. The addition of the present computer yields between 15 and 60

equivalent flip-flops plus interconnecting cabling, assuming power and space where

needed are available.

An example of application of this technique is a user program (operating in the

normal alarm-on state) call for file read. The trap resulting from this call

changes the system state to the first instruction of the security verify macro.
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The possible exits from this macro are: any failure to verify (an error requiring
the ECP actionn. any ino-nae•ad - - - - -. -. - -I. - One . .&
allowable per state of the macro), or the prooedure completion at which time the

aarm-can htuyngd off, al" ,img th yetif staate Frrn 1he alazm -off sae
the only allowable instructior must be a privileged one; the expected one establishes
the file read. Any instruction from another group would be an error in keeping with

the fail-safe design.

An extension to the security macro concept could provide levels of alarms. De-
pending upon the privileged instruction to be executed, the control could succes-
sively pass through more than one security verification sequence.

This concept of alarm states is closely related to multiple system modes (user

and at least one control mode) but extends these modes to include the unique
ordering of instructions in a security control macro, terminating with the execution

of the privileged instructions.
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APPENDIX IIIp

% MEMORY PROTECTION

Program and data protection in a multiprocessing EDP facility necessitates concern

even in systems where all memory modules are dedicated to pro-specified uses.

However, security warrants major concern in systems where the memory modules

are dynamically allocated and partitioned among many users and the executive

-,control program. Burroughs concept for memory protection is described in

e below.

GENERAL APPROACH

The general approach to the memory protection problem involves an independent,
double checking procedure. The intent is such that each memory read or write
operation will be individually validated. In the case of read, the first check in of

the address before access is obtained, and the second, is on the address-content

after access has been accomplished. In the came of write, the first check is before

or in parallel with the address formation, but before the actual writing. The second

check, where justified, in a read of the information just written. In general, read-
ing checks are for security, while writing checks are to afford protection of the data.

The intent is to make the two parts of each check as independent of each other as

possible; however, in any particular application, there will necessarily be some

commonality. The exact balance (for example, of hardware to software) is largely
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a function of the basic processor system and its related program structure, although

it is intended to accomplish the address check by hardware and the contents check

by either parity checking hardware or specific content-matching using software.

The t,. ... l, a.r, • ,a r L u W uua different criteria in tnat the first check is on

a physical location or address, and the second, Is on the content. The ftirst O.ok

i s iicdrajpsiaed by mn-egp~s of control ci rcuit paths, and the second, by means of

data circuit paths.

Application to a Generalized System

Given this generalized approach to memory protection, the application to the various

memory types that an electronic data processing system might have can be considered.

For this system application, it is convenient to partition the hardware into two areas:

the processor complex, which includes the processor and high-speed memory modules;

and the input/output complex, which includes the input/output control processor and

peripheral tapes, discs, card readers and punches, operating and maintenance con-

soles, and user data input or output terminal units and displays.

Many processors contain private scratch-pad memories, functioning to provide a

small-volume, fast-access store for the particular job (program) being executed.

Protection of the scratch-pad memory is an exception to the generalized approach.

In a fail-safe manner, it is cleared every time it is no longer required by the par-

ticular program being executed. A special "block clear" feature, which permits

the entire scratch pad to be cleared simultaneously can readily be incorporated in

most memory stack designs by addition of some extra high-current drive signal on

existing signal lines.

Protection of the main high-speed, random-access (thin film or core) memory is

best accomplished by application of the generalized approach. It is this high-speed,

random-access category or level in the hierarchy of memory types that is the

working store. It contains programs, tables, records, and blocks of data being

worked on by the processors. In data storage areas at least, it is advisable to

provide access control by memory bound registers. It is also desirable to clear-

between-bounds at the conclusion of each program so that no residual classified

information is available to the next user of that memory area. Classified programs,

if they exist, should similarly be cleared between bounds.
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The input/output control processor, since it serves to match the generally low-data

rate of peripheral or terminal units with the high-speed memory, will generally

S• contain a buffer memory sirnilar 4in ga.nI!ot!n to the n..nin....m ry.

this buffer memory passes the addressing information for both high-speed memory

- - d~-pizipi~irsI diY: *, auwi all-Of -tht dita Mid rujordi that go to or come

from the peripheral devices neceasary to the internal operation and maintenance of

the data proc.ussing complex. The buffer memory should be protected by redundant

addressing such that no single bit error in addressing results in another allowable
I ~address.

Discs and drums are used for storage of large quantities of data and provide mode-

rate access times. They may be partially protected by the input/output control

processor which services them as described above. In addition, they have their

own controllers which provide physical record address recognition for the bulk

storage as well as data transfer control.

To dedicate each memory module or device to a particular program or analyst

would be uneconomical and tend to defeat the advantages of centralized multipro-

ceasing. However, dedicating a single memory module or portion of a disc, etc.,

to the exclusive use of the ECP is one way of separating control processes from user

programs in a modular memory system without actual bounds registers. This

dedication could include a physically locked external write lockout so that the ECP,

once loaded, would be unalterable by programmed action.

Depending on the particular system configuration, the extraction of information

from the data processing complex, via a printer or punch, for instance, requires

the movement of that information through several of the hierarchical memories.

If each memory is protected by the general approach described earlier, then each

word of information outputted will be checked several times. Such redundancy may

not be necessary in the final analysis, and some of the off-line devices may not

need protection, except against misdirected data (by hardware error). A positive

lock-up feature for all output devices should be usa" to hold all peripheral equip-

ment in an unusablt state, except when scheduled by the executive control program

to perform an input or output function.
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Special consideration may be given to tape or similar portable stores, since the

data (located on tape reels) may be physically removed from the tape station. The

type of protection indicated here may be provided by cryptographic methods. The

method chosen need not be very complex, since the tape.s,, en.x.ected tc bc

physically controlled and protected as well, This investigation, however, was oon-

sidered .beyond the scope of this study aldi-t it required adininistraUtie cobtrol.

Associative or content addressable memories, while not too frequently used to

date, have considerable appeal in information retrieval applications. They differ

from the more familiar random-access memory in that they produce as a minimum

a "present-not present" indication, or (at greater complexity) a magnitude com-

parison, or matching address or addresses (and subsequently the further content)

in response to a content-query as applied to the full memory in parallel. This is

the reverse of the random-access memory which produces a content in response

to the interrogation of a single address. The associative memory is advan-

tageous in that a great deal of time is saved in performing serial searches, since,

in effect, all addresses (or data there•ii contained) are interrogated simultaneously.

The principal disadvantage is that it is costly. In general, associative memories

may be thought of as a hardware implementation of software since the tasks they

perform can be (and now are) performed by the use of a random-access memory

and software. Some of the tasks which may be performed by associative memories

are: memory protection (by the use of limits or bounds), relative addressing,

indexing, sorting, table look-up (thesaurus, etc. ), and error correcting. Because

of technical and economic factors, it is not now feasible for an associative memory

to be used for the entire data base. Now, it is economically questionable even for

use as an adjunct to a high-speed memory where it can be used for checking,

translating, and accessing. A block of associative memory, if not used to pro-

vide protection, may be protected, where necessary, by the previously mentioned

checks on the output.

Conventional computers have been organized (following von Neumann's study) so

that the internal representation for programmed instructions is a subset of the

- data representation. This organization provides economy of memory operations

with properly functioning equipment and well conceived order codes that are
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minimally wasteful of memory space but which also is prone to serious loss of control

at the occurrence of malfunction, since unpredictable results"'occur when data are exe-

cuted as if they constituted a program.

One alternative organization uses a heterogeneous memory, including a section 1
having an execute-only characteristic, which can be used for the ECP. This will |

provide assured unalterability of the stored control program.

A second memory section, capable of only being written-in as a result of executing

control mode instructions, aixi contained in the read-only executive program rnem-

ory, can be used for control tables. These tables are used to describe the multi-

ple user programs, their equipment configuration requirements, and actual equip-

ment assignments made to fulfill thdse requirements. Prior to releasing the

system to a user program, the ECP locks the write control for these control tables.

They can be read as required in the execution of the corresponding user program.

A third memory section having unrestricted reading and writing (except for the

flag bits) within any word in the assigned range is required for the user programs

and corresponding data areas.

Programmed segregation of multiple users from each other is most easily achic med

by time sharing the high-speed memory with only one user at a time. The ECP is

segregated by the above memory allocation and write lock-outs.

"One memory allocation scheme partitions the memory into assignable fixed size

groups of words. Readying a particular user program requires loading Into the

high-speed memory the program blocks necessary for the user program execution.

The IBM System 360* and RCA Spectra 70 have used this approach. This system

burdens the compiling program with segmenting to conform to page sizes, often

resulting in inefficient use of memory. It simplifies the security protection in

that the page boundaries are fixed to one use at a time, and the entire page has the

control code of that use. Hardware error is protected by parity check and to some

extent, by recognition of misaddressing private blocks.

CAn optional write protection feature is announced for some models of the IBM

System 360,
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Another memory organization, which makes dynamic allocation relatively easy,
is the page concept used in the Ferranti-Atlas computer, and more recently, in
the Uk 538. In the Atlas computer, dynamic allocation allows a main memory of 2 2U

words to be addressable. A page is 512 words of core memory or bulk file sector.

Associated with a page in core are an arbitrary high order I I address bits indicat-

ing which page in the bulk file it matches. Thus some small set (as many as the core

memory will hold) of the 211 possible blocks of main memory are ready for exe-

cution at any time. All addresses are 20 bits. The desired page address for an
instruction or data word is determined by comparison with a content-addressable

memory which contains the high order 11-bit entry for each page size physical

block in main memory and yielding the core page location currently assigned.

Absence of the block in core yields return to the supervisor program. The low

order 9 bits identify the word in the retrieved page.

An alternative computer organization to the von Neumann organization exists which

differentiates data fron, instructions. One way to achieve this in a homogeneous

memory is by the inclusion of one or more flag bits in each memory word. The

setting of these bits is under exeutiPe control. The condition of these bits may

be checked at each access and used not only to differentiate data from program,

but also to indicate the type of program (executive or user), or even the security

code. The cost of these extra bits and the associated controls is propably only a

small part of the cost of the memory system.

When procedure oriented languages (such as those considered most likely for the

analysts, input and file management personnel's use) are used to prepare pro-

grams, the translator or compiler might be delegated the flag bit setting capability.

A machine language program of a user is restricted from using the flag bit setting

instructions, since they are privileged instructions.

The combination of memory bounds registers with a fail-safe ECP can be effectively

used to restrict or limit a job to the storage locations assigned to it. Storage in-

cluder both high-speed (i. e. , thin film or core) and low-speed bulk (i. e. , disk or

tape-type) memories (and perhaps a hierarchy of types). Limiting access to
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assigned storage locations includes the following functions:

1. Any input or output between a terminal device and storage;

2. Any transfers between bulk and high-speed miam'nry;

3. Any transfers between parts of the same level of storage;
4. Any manipulation of the instruction location counter or similar

device related to program sequencing;

5. Any address alteration outside allowed addresses.

In a multiprogramming environment (without multiprocessing or input/output

overlap), the number of pairs of bounds registers available for a high-speed mee -

ory determines the number of non-adjacent pieces int which a job to be executed

can be separated. Execution from within these pieces is permissible. Job inter-

ruption for further ECP action occurs at any attempt to access outside these

pieces. Obviously, the minimum RCP interruption occurs if sufficient bounds

pairs are used for all non adjacent pieces allocated to a user program. Keeping

the number of memory bounds pairs low requires contiguous piece allocation (by

occasional relocation of memory contents) and few concurrent users. In the ex-

treme, e. g., Project MAC. the ECP allows exclusive use of one 32-K word unit

of high-speed memory to one job at a time with timed priority pre-empting for

other users at which time the present contents is stored and a now load is made

prior to resuming the new job. This approach has been forced by the absence of

hardware specifically designed for time sharing systems. By further complicating
this scheme when classified information must be protected, it is necessary to

overwrite or erase the entire memory of the prior user before it can be re-

allocated, so that no machine-readable sensitive information remains for the

successor job to read. As soon as the multiprocessing environment is combined

with multiprogramming, the required minimum number of pairs of memory

bounds registers increases greatly, unless some means is provided to control

the coding of memory bounds registers without requiring an interrupt and ECP

action.

The physical make-up of memory bounds registers can assume many forms.

1. The completely hardware form of memory bounds registers

presets the bounds limits and interprets those limitations by
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means of wired-in logic. This means is equivalent to private

memories; it is inflexible and costly.

2. The completely software form of memory bounds registers uses

a system program to interpret the eff6ctive address of every

user program instruction or Input/output unit requirment for

accessing memory. The interpreted effective address must

be found within the user's set of allowable address extremes

before remitting the operation to proceed. This •s time consuming

and does not provide positive protection against hardware malfunction.

.. A cumbination of the two forms of memory bounds registers is

advantageous in that software can set the bounds limits in hardware

registers which in turn verify that the effective address of each

request for memory access is within the allowable bounds.

When the request does not fall within the prescribed bounds, the hardware signais

software (ECP service program) for action. This method has the flexibility re-

quired in the multiprogramming, multiprocessing environment since a response

appropriate to the need can be programmed to:

1. Reject the request if no access is permitted;

.2. Call the required but currently not present (in high-speed memory)

data or program;

3. Change the bounds registers to permit the user program access to an

authorized area for which no bounds registers were set.

The latter response permits a small set of bounds registers to suffice without

unduly constricting the memory allocation algorithm. An extension of this con-

cept, which is the recommended approach, is described with the description of

hardware features of the processor in Section III.
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jAPPENDIX IV

ACHIEVING RELIABLE MACHINE OPERATIONS

The problem of constructing a reliable computing circuit from unreliable corn -

ponents was first studied by von 1'aumann(I) who used neuron-like nets of majority

threshold components to produce an overall reliable component. Moore and

Shannon(2) extended this work by using a sufficiently large number of "crummy"

relays in the proper manner to confltruct arbitrarily good equivalent relays.

By replacing actual relays of a relay circuit by equivalent relays, Moore and

Shannon noted that the resulting circuit can be arbitrarily good in guarding against

pre-specified failure modes. Constant failure rates, independent and intermit-

tent failures, and individual relay performance specified in terms of probability of

contacts opening or closing when its coil is energized or not energized were

assumed in this study.

Kocher(3) showed how the number of redundant relays needed to improve reliability

depends on the logical function of the entire circuit. The reliabilities of AND,ý

OR, and EXCLUSIVE-OR relay circuits were considered as a function of the num-

ber of relays, the network topology, and the distribution of inputs.

Twenty papers plus an extensive bibliography are included in the proceedings of

the 1962 Symposium on "Redundancy Techniques for Computing System•vs" 4 ).

Included is a paper by Kautz(5) in which efficiency, cost, and optimum codes are
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considered for use in digital systems applied at the network or subsystem level.

Principal concentration is placed upon parity check codes for detecting or cor.-

recting isolated single errors in fixed length blocks of digits.

se uuas L aP j-Kiiona- Of etrb-correct-ifg oode tof tinter-ad intra-

computer complex communications and the development of specific techniques

suitable for immediate implementation from existing coding techniques.

Armstrong(7) proposed a general method of applying error correction to a syn-

chron.ous digital system which, in principle, permits the system to operate con-

tinuously even when a fault is present or maintenance is being performed. The

redundancy needed to realize the scheme decreases as the system complexity

to which it is applied increases. The redundancy is comparable to triplication

plus vote taking, which is included as a special case. When the computing cir-

cuit is separated into independent sub-units, additional sub-units are added.

Boolean functions of these sub-unit inputs form the parity symbols in an error-

correcting code, where the outputs of the original sub-units are the information

symbols. Ray-Chauduri(8) developed a coding method leading to minimally-

redundant, error-correcting codes and completely solved the problem of con-

structing minimally -redundant reliable systems whose output is free of error

when there is a fault in at most one block of the system. Error correction can

imply error detection. Where fail-safe performance is required such that shut-

down occurs during repair, the less redundant error-locating codes developed

by Wolf anti Elspas(9) can be used with the Armstrong method to locate the single

faulty module.

1. von Neumann, J., "Probabilistic Logic and the Synthesis of Reliable

Organisms from Unreliable Components", Automata Studies, Annals

of Math. Studies No. 34, C. E. Shannon and J. McCarthy, Ed..,

Princeton Univ. Press, 1956, pp. 43-98.

2. Moore, E. F., and Shannon, C. E., "Reliable Circuits Using L.ess Reliable

Relays", Journal of Franklin Institute 262, 1956, pp. 191-208; 262-297.
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APPENDIX V

WORK STATION WITH MULTIPLE SIMULTANEOUS USERS

The work station with multiple simultaneous users creates a special security problem.

Automatic control of security information release implies machini logging of indi-

viduals to whom access to classified information is granted. Partial solutions to the

t particular difficulties mentioned in Section III are discussed here.

. PRIVACY IN USER IDENTIFICATION - AUTHENTICATION

A private means of identification and authentication may exist (such as fingerprints)

which In not subject to compromise by others observing its performance. An alter-

native might be to provide a dual-compartment work station. In the outer compartment,

user privacy can be assured so that the identification and authentication may be

completed. Upon successful authentication and check that the new user's control pro-

file allows his access to security information currently available in the other com-

partment, access can be granted to the inner compartment. Exit from the work
station would require passing through the outer compartment. The outer door could
be unlocked only by performing a suitable user department sequence.

INFORMATION RELEASE RESTRICTION

A work station control profile could be substituted for the individual user's control

profile. Such a profile would contain only those control codes common to the control
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profile of each user currently authenticated for the work station. A work station

control profile, therefore, could not contain more control codes than that user con-

trol profile with the l ...t .n.ntro e.- S..n..c the cotroI codi o' quuased infor-

mation are generally unknown to user, and since revelation of the presence of infor-
- -tii i otol cod..... Sp ould a security violation, the

work station control code approach would restrict the information available to the

most broadly authorized user in a work station to a level probably well beneath that

to which he would be entitled as a single user. Only in the case where all user con-

trol profiles contain the identical control codes is the work station profile not con-

stricting on information release. This case is contrary to the intent of the study.

KEY PATTERN COMPLEXITIES

The work station control profile must be changed every time there is any change

in the users present in a work station. Work in process for the work station duringI such a change might not meet the new conditions of the work station control profile.

The output of this work would then have to be deferred. Some technique would

also be required for release of deferred work prepared for a group which may not

reconvene in the same work station.

The device for generating the work station key pattern would be more complex than

for a single user in that it must modify the pattern to identify the particular combi-

nations of users now in the work station. By adding the extra bits necessary to denote

these pot;sible combinations, the single user's key pattern could be converted to a

work station user's key pattern generator.

CONTROL CODE NAME ASSIGNMENT

The assignment of control code names to a logical record to be added to the data base

is the responsibility of the entering user. The det of control code names which one

user .,ir. a�signu (as indicated in his ,ser control profile) generally differs from that

of any other user. A logical vecorc represeVt•tn the comLined work of a number of

users may require a control code raine to be ast igned which is not available to some

participating users. The existence of this control code name and the fact that a par-

tLicular user can assign it becomes k,,nown to other users in the work station. To

170



I

responsible for assignment, A converion table (protected by a control code available

.............. :o user qguld be usd irnr•to y to the ZDP system to pwovido the actual
control code, This requires that each user within the work station be able to

initiate private internal processing concurrently with collective processing.
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